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Abstract

In this contribution, the capacity-achieving input covariance matrices for coherent block-

fading correlated MIMO Rician channels are determined. In contrast with the Rayleigh and

uncorrelated Rician cases, no closed-form expressions forthe eigenvectors of the optimum

input covariance matrix are available. Classically, both the eigenvectors and eigenvalues are

computed by numerical techniques. As the corresponding optimization algorithms are not very

attractive, an approximation of the average mutual information is evaluated in this paper in the

asymptotic regime where the number of transmit and receive antennas converge to+∞ at the

same rate. New results related to the accuracy of the corresponding large system approximation

are provided. An attractive optimization algorithm of thisapproximation is proposed and we

establish that it yields an effective way to compute the capacity achieving covariance matrix

for the average mutual information. Finally, numerical simulation results show that, even for a

moderate number of transmit and receive antennas, the new approach provides the same results

as direct maximization approaches of the average mutual information, while being much more

computationally attractive.
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I. I NTRODUCTION

Since the seminal work of Telatar [38], the advantage of considering multiple antennas at the

transmitter and the receiver in terms of capacity, for Gaussian and fast Rayleigh fading single-

user channels, is well understood. In that paper, the figure ofmerit chosen for characterizing

the performance of a coherent1 communication over a fading Multiple Input Multiple Output

(MIMO) channel is the Ergodic Mutual Information (EMI). Assuming the knowledge of the

channel statistics at the transmitter, one important issueis then to maximize the EMI with

respect to the channel input distribution. Without loss of optimality, the search for the optimal

input distribution can be restricted to circularly Gaussian inputs. The problem then amounts to

finding the optimum covariance matrix.

This optimization problem has been addressed extensively inthe case of certain Rayleigh

channels. In the context of the so-called Kronecker model, it has been shown by various authors

(see e.g. [16] for a review) that the eigenvectors of the optimal input covariance matrix must

coincide with the eigenvectors of the transmit correlationmatrix. It is therefore sufficient to

evaluate the eigenvalues of the optimal matrix, a problem which can be solved by using standard

optimization algorithms. Note that [39] extended this result to more general (non Kronecker)

Rayleigh channels.

Rician channels have been comparatively less studied from this point of view. Let us mention

the work [20] devoted to the case of uncorrelated Rician channels, where the authors proved that

the eigenvectors of the optimal input covariance matrix arethe right-singular vectors of the line

of sight component of the channel. As in the Rayleigh case, the eigenvalues can then be evaluated

by standard routines. The case of correlated Rician channelsis undoubtedly more complicated

because the eigenvectors of the optimum matrix have no closed form expressions. Moreover,

the exact expression of the EMI being complicated (see e.g. [23]), both the eigenvalues and the

eigenvectors have to be evaluated numerically. In [41], a barrier interior-point method is proposed

and implemented to directly evaluate the EMI as an expectation. The corresponding algorithms

are however not very attractive because they rely on computationally-intensive Monte-Carlo

simulations.

In this paper, we address the optimization of the input covariance of Rician channels with a

two-sided (Kronecker) correlation. As the exact expression of the EMI is very complicated, we

propose to evaluate an approximation of the EMI, valid when the number of transmit and receive

antennas converge to+∞ at the same rate, and then to optimize this asymptotic approximation.

1Instantaneous channel state information is assumed at the receiver but not necessarily at the transmitter.
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This will turn out to be a simpler problem. The results of the present contribution have been

presented in part in the short conference paper [13].

The asymptotic approximation of the mutual information has been obtained by various authors

in the case of MIMO Rayleigh channels, and has shown to be quite reliable even for a moderate

number of antennas, see [10], [40], [29]. The case of Rician channels has been considered more

recently. Let us first mention results using the non-rigorous replica method : [30] obtained the

asymptotic expression of the ergodic mutual information together with the variance of the mutual

information in the case of uncorrelated Rician channels. These results were generalized to the

context of general bicorrelated Rician channels in [35], [37]. Large random matrix tools have

also been developed recently. In [18], a Rician channel is considered, for which the entries of the

random part of the channel are independent random variableswith non separable variance profile.

Among other things, an asymptotic approximation of the EMI isprovided. These channels,

when equipped with a separable variance profile, are equivalent (up to unitary invariance) to

bicorrelated Rician channels. Thus, the results of [18] givea rigorous proof of the expression

of the EMI given in [35], [37]. We finally mention that [36] generalizes the results of [35],

[37] to the case of a Rician channel with interference. As in the short paper [13], [36] proposes

to optimize the approximation of the EMI in order to obtain a capacity achieving covariance

matrix in the context of a Rician channel with interference.The optimization algorithm of the

large system approximant of the EMI proposed in [36] is however different from our proposal.

In this paper, we rely on the results of [18] in which a closed-form asymptotic approximation

for the mutual information is provided, and present new results concerning its accuracy. We

prove in particular that the relative error decreases at rate 1
t2 where t represents the number

of transmit antennas. Such an analysis is not provided in [35], [36], [37]. We then address the

optimization of the large system approximation w.r.t. the input covariance matrix and propose a

simple iterative maximization algorithm which, in some sense, can be seen as a generalization

to the Rician case of [43] devoted to the Rayleigh context : Each iteration will be devoted to

solve a system of two nonlinear equations as well as a standard waterfilling problem. Among

the convergence results that we provide (and in contrast with [43] and [36]) : We prove that

the algorithm converges towards the optimum input covariance matrix as long as it converges2.

We also prove that the matrix which optimizes the large system approximation asymptotically

achieves the capacity. This result, which is not proved in [35], [36], [37], has an important

practical range as it asserts that the optimization algorithm yields a procedure that asymptotically

2Note however that we have been unable to prove formally its convergence
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achieves thetrue capacity. Finally, simulation results confirm the relevance of our approach.

The paper is organized as follows. Section II is devoted to the presentation of the channel

model and the underlying assumptions. The asymptotic approximation of the ergodic mutual

information is given in section III. In section IV, the strict concavity of the asymptotic

approximation as a function of the covariance matrix of the input signal is established ; it

is also proved that the resulting optimal argument asymptotically achieves the true capacity.

The maximization problem of the EMI approximation is studied in section V. Validations,

interpretations and numerical results are provided in section VI.

II. PROBLEM STATEMENT

A. General Notations

In this paper, the notationss, x, M stand for scalars, vectors and matrices, respectively. As

usual,‖x‖ represents the Euclidian norm of vectorx and ‖M‖ stands for the spectral norm

of matrix M. The superscripts(.)T and(.)H represent respectively the transpose and transpose

conjugate. The trace ofM is denoted byTr(M). The mathematical expectation operator is

denoted byE(·) and the symbolsℜ and ℑ denote respectively the real and imaginary parts

of a given complex number. Ifx is a possibly complex-valued random variable,Var(x) =

E|x|2 − |E(x)|2 represents the variance ofx.

All along this paper,r and t stand for the number of transmit and receive antennas. Certain

quantities will be studied in the asymptotic regimet → ∞, r → ∞ in such a way that
t

r
→ c ∈ (0,+∞). In order to simplify the notations,t→ +∞ should be understood from now

on ast → ∞, r → ∞ and
t

r
→ c ∈ (0,+∞). A matrix Mt whose size depends ont is said

to be uniformly bounded ifsupt ‖Mt‖ < +∞.

Several variables used throughout this paper depend on various parameters, e.g. the number

of antennas, the noise level, the covariance matrix of the transmitter, etc. In order to simplify

the notations, we may not always mention all these dependencies.

B. Channel model

We consider a wireless MIMO link witht transmit andr receive antennas. In our analysis, the

channel matrix can possibly vary from symbol vector (or space-time codeword) to symbol vector.

The channel matrix is assumed to be perfectly known at the receiver whereas the transmitter

has only access to the statistics of the channel. The receivedsignal can be written as

y(τ) = H(τ)x(τ) + z(τ) (1)
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wherex(τ) is the t × 1 vector of transmitted symbols at timeτ , H(τ) is the r × t channel

matrix (stationary and ergodic process) andz(τ) is a complex white Gaussian noise distributed

asN(0, σ2Ir). For the sake of simplicity, we omit the time indexτ from our notations. The

channel input is subject to a power constraintTr
[
E(xxH)

]
≤ t. Matrix H has the following

structure :

H =

√

K

K + 1
A +

1√
K + 1

V , (2)

where matrixA is deterministic,V is a random matrix and constantK ≥ 0 is the so-called

Rician factor which expresses the relative strength of the direct and scattered components of

the received signal. MatrixA satisfies1
rTr(AAH) = 1 while V is given by

V =
1√
t
C

1

2 WC̃
1

2 , (3)

whereW = (Wij) is a r × t matrix whose entries are independent and identically distributed

(i.i.d.) complex circular Gaussian random variablesCN(0, 1), i.e.Wij = ℜWij + iℑWij where

ℜWij andℑWij are independent centered real Gaussian random variables with variance1
2 . The

matricesC̃ > 0 and C > 0 account for the transmit and receive antenna correlation effects

respectively and satisfy1tTr(C̃) = 1 and 1
rTr(C) = 1. This correlation structure is often referred

to as a separable or Kronecker correlation model.

C. Maximum ergodic mutual information

We denote byC the cone of nonnegative Hermitiant × t matrices and byC1 the subset of

all matricesQ of C for which
1

t
Tr(Q) = 1. Let Q be an element ofC1 and denote byI(Q)

the ergodic mutual information (EMI) defined by :

I(Q) = EH

[

log det

(

Ir +
1

σ2
HQHH

)]

. (4)

Maximizing the EMI with respect to the input covariance matrix Q = E(xxH) leads to the

channel Shannon capacity forfast fading MIMO channels i.e. when the channel vary from

symbol to symbol. This capacity is achieved by averaging overchannel variations over time.

We will denote byCE the maximum value of the EMI over the setC1 :

CE = sup
Q∈C1

I(Q). (5)

The optimal input covariance matrix thus coincides with the argument of the above maximization

problem. Note thatI : Q 7→ I(Q) is a strictly concave function on the convex setC1, which

guarantees the existence of a unique maximumQ∗ (see [27]). WheñC = It, C = Ir, [20] shows

that the eigenvectors of the optimal input covariance matrix coincide with the right-singular
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vectors ofA. By adapting the proof of [20], one can easily check that thisresult also holds

whenC̃ = It andC andAAH share a common eigenvector basis. Apart from these two simple

cases, it seems difficult to find a closed-form expression for the eigenvectors of the optimal

covariance matrix. Therefore the evaluation ofCE requires the use of numerical techniques

(see e.g. [41]) which are very demanding since they rely on computationally-intensive Monte-

Carlo simulations. This problem can be circumvented as the EMII(Q) can be approximated

by a simple expression denoted bȳI(Q) (see section III) ast → ∞ which in turn will be

optimized with respect toQ (see section V).

D. Summary of the main results.

The main contributions of this paper can be summarized as follows :

1) We derive an accurate approximation ofI(Q) as t→ +∞ : I(Q) ≃ Ī(Q) where

Ī(Q) = log det
[

It + G(δ(Q, δ̃(Q))Q
]

+ i(δ(Q), δ̃(Q)) (6)

whereδ(Q) and δ̃(Q) are two positive terms defined as the solutions of a system of 2

equations (see Eq. (32)). The functionsG and i depend on(δ(Q), δ̃(Q)), K, A, C, C̃,

and on the noise varianceσ2. They are given in closed form. The expression ofĪ(Q) is

in accordance with the predictions of the replica method developed in [35], [36], [37].

The derivation ofĪ(Q) is based on the observation that the eigenvalue distribution of

random matrixHQHH becomes close to a deterministic distribution ast → +∞. This

in particular implies that if(λi)1≤i≤r represent the eigenvalues ofHQHH , then :

1

r
log det

[

Ir +
1

σ2
HQHH

]

=
1

r

r∑

i=1

log

(

1 +
λi
σ2

)

has the same behaviour as a deterministic term, which turns out to be equal toĪ(Q)
r . Taking

the mathematical expectation w.r.t. the distribution of the channel, and multiplying byr

givesI(Q) ≃ Ī(Q).

The error termI(Q)− Ī(Q) is shown to be of orderO(1
t ). As I(Q) is known to increase

linearly with t, the relative errorI(Q)−Ī(Q)
I(Q) is of orderO( 1

t2 ). This supports the fact that

Ī(Q) is an accurate approximation ofI(Q), and that it is relevant to studȳI(Q) in order

to obtain some insight onI(Q).

2) We prove that the functionQ 7→ Ī(Q) is strictly concave onC1. As a consequence,

the maximum of Ī over C1 is reached for a unique matrixQ∗. We also show that

I(Q∗) − I(Q∗) = O(1/t) where we recall thatQ∗ is the capacity achieving covariance
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matrix. Otherwise stated, the computation ofQ∗ (see below) allows one to (asymptotically)

achieve the capacityI(Q∗).

3) We study the structure ofQ∗ and establish thatQ∗ is solution of the standard waterfilling

problem :

max
Q∈C1

log det
(

I + G(δ∗, δ̃∗)Q
)

,

whereδ∗ = δ(Q∗), δ̃∗ = δ̃(Q∗) and

G(δ∗, δ̃∗) =
δ∗

K + 1
C̃ +

1

σ2

K

K + 1
AH

(

Ir +
δ̃∗

K + 1
C

)−1

A .

This result provides insights on the structure of the approximating capacity achieving

covariance matrix, but cannot be used to evaluateQ∗ since the parametersδ∗ andδ̃∗ depend

on the optimum matrixQ∗. We therefore propose an attractive iterative maximization

algorithm ofĪ(Q) where each iteration consists in solving a standard waterfilling problem

and a2 × 2 system characterizing the parameters(δ, δ̃).

III. A SYMPTOTIC BEHAVIOR OF THE ERGODIC MUTUAL INFORMATION

In this section, the input covariance matrixQ ∈ C1 is fixed and the purpose is to evaluate the

asymptotic behaviour of the ergodic mutual informationI(Q) as t → ∞ (recall thatt → +∞
meanst→ ∞, r → ∞ and t/r → c ∈ (0,+∞)).

As we shall see, it is possible to evaluate in closed form an accurate approximation̄I(Q) of

I(Q). The corresponding result is partly based on the results of [18] devoted to the study of

the asymptotic behaviour of the eigenvalue distribution ofmatrix ΣΣH whereΣ is given by

Σ = B + Y , (7)

matrix B being a deterministicr × t matrix, and Y being a r × t zero mean (possibly

complex circular Gaussian) random matrix with independententries whose variances are given

by E|Yij |2 =
σ2

ij

t . Notice in particular that the variables(Yij ; 1 ≤ i ≤ r, 1 ≤ j ≤ t) are not

necessarily identically distributed. We shall refer to thetriangular array(σ2
ij ; 1 ≤ i ≤ r, 1 ≤

j ≤ t) as the variance profile ofΣ ; we shall say that it is separable ifσ2
ij = did̃j wheredi ≥ 0

for 1 ≤ i ≤ r and d̃j ≥ 0 for 1 ≤ j ≤ t. Due to the unitary invariance of the EMI of Gaussian

channels, the study ofI(Q) will turn out to be equivalent to the study of the EMI of model

(7) in the complex circular Gaussian case with a separable variance profile.
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A. Introduction of the virtual channelHQ
1

2

The purpose of this section is to establish a link between the simplified model (7) :Σ =

B + Y where Y = 1√
t
D

1

2 XD̃
1

2 , X being a matrix with i.i.dCN(0, 1) entries,D and D̃

being diagonal matrices, and the Rician model (2) under investigation. As we shall see, the key

point is the unitary invariance of the EMI of Gaussian channels together with a well-chosen

eigenvalue/eigenvector decomposition.

Proposition 1: Let X be ar × t matrix whose individual entries are i.i.d.CN(0, 1) random

variables. The two ergodic mutual informations

I(Q) = E log det

(

I +
HQHH

σ2

)

and J(σ2) = E log det

(

I +
ΣΣH

σ2

)

are equal provided that :

– ChannelΣ is given byΣ = B + Y with Y = 1√
t
D

1

2 XD̃
1

2

– The following eigenvalue/eigenvector decompositions hold true :

C√
K + 1

= UDUH and
Q

1

2 C̃Q
1

2

√
K + 1

= ŨD̃ŨH , (8)

whereU andŨ are the eigenvectors matrices whileD andD̃ are the eigenvalues diagonal

matrices.

– MatricesA andB are related via the identity :

B =

√

K

K + 1
UHAQ

1

2 Ũ . (9)

Proof: We introduce the virtual channelHQ
1

2 :

HQ
1

2 =

√

K

K + 1
AQ

1

2 +
1√

K + 1
C

1

2

W√
t
Θ(Q

1

2 C̃Q
1

2 )
1

2 , (10)

whereΘ is the deterministic unitaryt× t matrix defined by

Θ = C̃
1

2 Q
1

2 (Q
1

2 C̃Q
1

2 )−
1

2 . (11)

The virtual channelHQ
1

2 has thus a structure similar toH, with (A,C, C̃,W) respectively

replaced(AQ
1

2 ,C,Q
1

2 C̃Q
1

2 ,WΘ). Consider now the decomposition (8). It is then clear that

the ergodic mutual information of channelHQ
1

2 coincides with the EMI ofΣ = UHHQ1/2Ũ.

Matrix Σ can be written asΣ = B + Y whereB is given by (9) and

Y =
1√
t
D

1

2 XD̃
1

2 with X = UHWΘŨ .

As matrix W has i.i.d.CN(0, 1) entries, so has matrixX = UHWΘŨ due to the unitary

invariance (note that the entries ofY are independent sinceD andD̃ are diagonal). Proposition

1 is proved.
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B. Study of the EMI of the equivalent model (7).

We first introduce the resolvent and the Stieltjes transform associated withΣΣH (Section

III-B.1) ; we then introduce auxiliary quantities (Section III-B.2) and their main properties ; we

finally introduce the approximation of the EMI in this case (Section III-B.3).

1) The resolvent, the Stieltjes transform:Denote byS(σ2) and S̃(σ2) the resolvents of

matricesΣΣH andΣHΣ defined by :

S(σ2) =
[
ΣΣH + σ2Ir

]−1
, S̃(σ2) =

[
ΣHΣ + σ2It

]−1
. (12)

These resolvents satisfy the obvious, but useful property :

S(σ2) ≤ Ir

σ2
, S̃(σ2) ≤ It

σ2
. (13)

Recall that the Stieltjes transform of a nonnegative measureµ is defined by
∫ µ(dλ)

λ−z . The quantity

s(σ2) = 1
rTr(S(σ2)) coincides with the Stieltjes transform of the eigenvalue distribution of

matrix ΣΣH evaluated at pointz = −σ2. In fact, denote by(λi)1≤i≤r its eigenvalues , then :

s(σ2) =
1

r

r∑

i=1

1

λi + σ2
=

∫

R+

ν(dλ)

λ+ σ2
,

whereν represents the eigenvalue distribution ofΣΣH defined as the probability distribution :

ν =
1

r

r∑

i=1

δλi

whereδx represents the Dirac distribution at pointx. The Stieltjes transforms(σ2) is important

as the characterization of the asymptotic behaviour of the eigenvalue distribution ofΣΣH is

equivalent to the study ofs(σ2) when t → +∞ for eachσ2. This observation is the starting

point of the approaches developed by Pastur [28], Girko [14], Bai and Silverstein [1], etc.

We finally recall that a positivep× p matrix-valued measureµ is a function defined on the

Borel subsets ofR onto the set of all complex-valuedp× p matrices satisfying :

(i) For each Borel setB, µ(B) is a Hermitian nonnegative definitep×p matrix with complex

entries ;

(ii) µ(0) = 0 ;

(iii) For each countable family(Bn)n∈N of disjoint Borel subsets ofR,

µ(∪nBn) =
∑

n

µ(Bn) .

Note that for any nonnegative Hermitianp × p matrix M, thenTr(Mµ) is a (scalar) positive

measure. The matrix-valued measureµ is said to be finite ifTr(µ(R)) < +∞.
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2) The auxiliary quantitiesβ, β̃, T and T̃: We gather in this section many results of [18]

that will be of help in the sequel.

Assumption 1:Let (Bt) be a family of r × t deterministic matrices such that :

supt,i
∑t

j=1 |Bij |2 < +∞, supt,j
∑r

i=1 |Bij |2 < +∞ .

Theorem 1:Consider theΣ = B + Y, whereY = 1√
t
D

1

2 XD̃
1

2 , D and D̃ represent the

diagonal matricesD = diag(di, 1 ≤ i ≤ r) and D̃ = diag(d̃j , 1 ≤ j ≤ t) respectively, and

whereX is a matrix whose entries are i.i.d. complex centered with variance one. The following

facts hold true :

(i) (Existence and uniqueness of auxiliary quantities) For σ2 fixed, consider the system of

equations :






β =
1

t
Tr

[

D
(

σ2(Ir + Dβ̃) + B(It + D̃β)−1BH
)−1

]

β̃ =
1

t
Tr

[

D̃
(

σ2(It + D̃β) + BH(Ir + Dβ̃)−1B
)−1

] . (14)

Then, the system (14) admits a unique couple of positive solutions (β(σ2), β̃(σ2)). Denote

by T(σ2) and T̃(σ2) the following matrix-valued functions :






T(σ2) =
[

σ2(I + β̃(σ2)D) + B(I + β(σ2)D̃)−1BH
]−1

T̃(σ2) =
[

σ2(I + β(σ2)D̃) + BH(I + β̃(σ2)D)−1B
]−1 . (15)

MatricesT(σ2) and T̃(σ2) satisfy

T(σ2) ≤ Ir

σ2
, T̃(σ2) ≤ It

σ2
. (16)

(ii) (Representation of the auxiliary quantities) There exist two uniquely defined positive

matrix-valued measuresµ and µ̃ such thatµ(R+) = Ir, µ̃(R+) = It and

T(σ2) =

∫

R+

µ(dλ)

λ+ σ2
, T̃(σ2) =

∫

R+

µ̃(dλ)

λ+ σ2
. (17)

The solutionsβ(σ2) and β̃(σ2) of system (14) are given by :

β(σ2) =
1

t
TrDT(σ2) , β̃(σ2) =

1

t
TrD̃T̃(σ2) , (18)

and can thus be written as

β(σ2) =

∫

R+

µb(dλ)

λ+ σ2
, β̃(σ2) =

∫

R+

µ̃b(dλ)

λ+ σ2
(19)

whereµb and µ̃b are nonnegative scalar measures defined by

µb(dλ) =
1

t
Tr(Dµ(dλ)) and µ̃b(dλ) =

1

t
Tr(D̃µ̃(dλ)).
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(iii) ( Asymptotic approximation) Assume that Assumption 1 holds and that

sup
t

‖D‖ < dmax < +∞ and sup
t

‖D̃‖ < d̃max < +∞ .

For every deterministic matricesM andM̃ satisfyingsupt ‖M‖ < +∞ andsupt ‖M̃‖ <
+∞, the following limits hold true almost surely :







limt→+∞ 1
rTr

[
(S(σ2) − T(σ2))M

]
= 0

limt→+∞ 1
tTr

[

(S̃(σ2) − T̃(σ2))M̃
]

= 0
. (20)

Denote byµ and µ̃ the (scalar) probability measuresµ = 1
rTrµ and µ̃ = 1

tTrµ̃, by (λi)

(resp.(λ̃j)) the eigenvalues ofΣΣH (resp. ofΣHΣ). The following limits hold true almost

surely :






limt→+∞ 1
r

∑r
i=1 φ(λi) −

∫ +∞
0 φ(λ) µ(dλ) = 0

limt→+∞ 1
t

∑t
j=1 φ̃(λj) −

∫ +∞
0 φ̃(λ) µ̃(dλ) = 0

, (21)

for continuous bounded functionsφ and φ̃ defined onR
+.

Proof of (i) is provided in Appendix I (note that in [18], the existence and uniqueness of

solutions to the system (14) is proved in a certain class of analytic functions depending onσ2

but this does not imply the existence of a unique solution(β, β̃) whenσ2 is fixed). The rest of

the statements of Theorem 1 have been established in [18], andtheir proof is omitted here.

Remark 1:As shown in [18], the results in Theorem 1 do not require any Gaussian

assumption forΣ. Notice that (20) implies in some sense that the entries ofS(σ2) and S̃(σ2)

have the same behaviour as the entries of the deterministic matricesT(σ2) and T̃(σ2) (which

can be evaluated by solving the system (14)). In particular,using (20) forM = I, it follows that

the Stieltjes transforms(σ2) of the eigenvalue distribution ofΣΣH behaves like1
rTrT(σ2),

which is itself the Stieltjes transform of measureµ = 1
rTrµ. The convergence statement (21)

which states that the eigenvalue distribution ofΣΣH (resp.ΣHΣ) has the same behavior asµ

(resp.µ̃) directly follows from this observation.

3) The asymptotic approximation of the EMI:Denote byJ(σ2) = E log det
(
Ir + σ−2ΣΣH

)

the EMI associated with matrixΣ. First notice that

log det

(

I +
ΣΣH

σ2

)

=
r∑

i=1

log

(

1 +
λi
σ2

)

,

where theλi’s stand for the eigenvalues ofΣΣH . Applying (21) to functionφ(λ) = log(λ+σ2)

(plus some extra work sinceφ is not bounded), we obtain :

lim
t→+∞

(
1

r
log det

(

I +
ΣΣH

σ2

)

−
∫ +∞

0
log(λ+ σ2) dµ(λ)

)

= 0 . (22)
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Using the well known relation :

1

r
log det

(

I +
ΣΣH

σ2

)

=

∫ +∞

σ2

(
1

ω
− 1

r
Tr(ΣΣH + ωI)−1

)

dω

=

∫ +∞

σ2

(
1

ω
− 1

r
TrS(ω)

)

dω , (23)

together with the fact thatS(ω) ≈ T (ω) (Theorem 1-(iii)), it is proved in [18] that :

lim
t→+∞

[
1

r
log det

(

I +
ΣΣH

σ2

)

−
∫ +∞

σ2

(
1

ω
− 1

r
TrT(ω)

)

dω

]

= 0 (24)

almost surely. Define bȳJ(σ2) the quantity :

J̄(σ2) = r

∫ +∞

σ2

(
1

ω
− 1

r
TrT(ω)

)

dω . (25)

Then, J̄(σ2) can be expressed more explicitely as :

J̄(σ2) = log det

[

Ir + β̃(σ2)D +
1

σ2
B(It + β(σ2)D̃)−1BH

]

+ log det
[

It + β(σ2)D̃
]

− σ2tβ(σ2)β̃(σ2) , (26)

or equivalently as

J̄(σ2) = log det

[

It + β(σ2)D̃ +
1

σ2
BH(Ir + β̃(σ2)D)−1B

]

+ log det
[

Ir + β̃(σ2)D
]

− σ2tβ(σ2)β̃(σ2) . (27)

Taking the expectation with respect to the channelΣ in (24), the EMI J(σ2) =

E log det
(
Ir + σ−2ΣΣH

)
can be approximated bȳJ(σ2) :

J(σ2) = J̄(σ2) + o(t) (28)

as t→ +∞. This result is fully proved in [18] and is of potential interest since the numerical

evaluation ofJ̄(σ2) only requires to solve the2× 2 system (14) while the calculation ofJ(σ2)

either rely on Monte-Carlo simulations or on the implementation of rather complicated explicit

formulas (see for instance [23]).

In order to evaluate the precision of the asymptotic approximation J̄ , we shall improve (28)

and get the speedJ(σ2) = J̄(σ2) +O(t−1) in the next theorem. This result completes those in

[18] and in Theorem 1-(iii) but heavily relies on the Gaussianstructure ofΣ. We first introduce

very mild extra assumptions :

Assumption 2:Let (Bt) be a family ofr × t deterministic matrices such that

sup
t

‖B‖ < bmax < +∞ .
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Assumption 3:Let D andD̃ be respectivelyr × r and t× t diagonal matrices such that

sup
t

‖D‖ < dmax < +∞ and sup
t

‖D̃‖ < d̃max < +∞ .

Assume moreover that

inf
t

1

t
TrD > 0 and inf

t

1

t
TrD̃ > 0 .

Theorem 2:Consider the simplified model as in Theorem 1 :Σ = B + Y, withY =

1√
t
D

1

2 XD̃
1

2 . Assume moreover that Assumptions 2 and 3 hold true. Then, forevery deter-

ministic matricesM andM̃ satisfyingsupt ‖M‖ < +∞ and supt ‖M̃‖ < +∞, the following

facts hold true :

Var

(
1

r
Tr
[
S(σ2)M

]
)

= O

(
1

t2

)

and Var

(
1

t
Tr
[

S̃(σ2)M̃
])

= O

(
1

t2

)

(29)

Moreover,
1
rTr

[
(E(S(σ2)) − T(σ2))M

]
= O

(
1
t2

)

1
tTr

[

(E(S̃(σ2)) − T̃(σ2))M̃
]

= O
(

1
t2

) (30)

and

J(σ2) = J̄(σ2) +O

(
1

t

)

. (31)

The proof is given in Appendix II. We provide here some comments.

Remark 2:The proof of Theorem 2 takes full advantage of the Gaussian structure of matrix

Σ and relies on two simple ingredients :

(i) An integration by parts formula that provides an expression for the expectation of certain

functionals of Gaussian vectors, already well-known and widely used in Random Matrix

Theory [26], [31].

(ii) An inequality known as Poincaré-Nash inequality that bounds the variance of functionals

of Gaussian vectors. Although well known, its application to random matrices is fairly

recent ([7], [32], see also [17]).

Remark 3:Equations (29) also hold in the non Gaussian case and can be established by using

the so-called REFORM (Resolvent FORmula Martingale) method introduced by Girko ([14]).

Equations (30) and (31) are specific to the complex Gaussian structure of the channel matrix

Σ. In particular, in the non Gaussian case, or in the real Gaussian case, one would getJ(σ2) =

J̄(σ2) +O(1). These two facts are in accordance with :

(i) The work of [2] in which a weaker result (o(1) instead ofO(t−1)) is proved in the simpler

case whereB = 0 ;

(ii) The predictions of the replica method in [29] (resp. [30]) in the case whereB = 0 (resp.

in the case wherẽD = It andD = Ir) ;
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Remark 4 (Standard deviation and bias):Eq. (29) implies that the standard deviation of

1
rTr

[
(S(σ2) − T(σ2))M

]
and 1

tTr
[

(S̃(σ2) − T̃(σ2))M̃
]

are of orderO(t−1) terms. However,

their mathematical expectations (which correspond to the bias) converge much faster towards0

as (30) shows (the order isO(t−2)).

Remark 5:By adapting the techniques developed in the course of the proof of Theorem 2,

one may establish thatuHES(σ2)v − uHT(σ2)v = O
(

1
t

)
, whereu and v are uniformly

boundedr-dimensional vectors.

Remark 6:BothJ(σ2) andJ̄(σ2) increase linearly witht. Equation (31) thus implies that the

relative errorJ(σ2)−J̄(σ2)
J(σ2) is of orderO(t−2). This remarkable convergence rate strongly supports

the observed fact that approximations of the EMI remain reliable even for small numbers of

antennas (see also the numerical results in section VI). Note that similar observations have been

done in other contexts where random matrices are used, see e.g. [3], [29], [35], [37].

C. Study of the EMII(Q).

We now apply the previous results to the study of the EMI of channel H. We first state the

corresponding result.

Theorem 3:For Q ∈ C1, consider the system of equations






δ = f(δ, δ̃,Q)

δ̃ = f̃(δ, δ̃,Q)
, (32)

wheref(δ, δ̃,Q) and f̃(δ, δ̃,Q) are given by :

f(δ, δ̃,Q) =
1

t
Tr

{

C
[

σ2
(
Ir +

δ̃

K + 1
C
)

+
K

K + 1
AQ

1

2

(

It +
δ

K + 1
Q

1

2 C̃Q
1

2

)−1

Q
1

2 AH
]−1
}

, (33)

f̃(δ, δ̃,Q) =
1

t
Tr

{

Q
1

2 C̃Q
1

2

[

σ2
(
It +

δ

K + 1
Q

1

2 C̃Q
1

2

)

+
K

K + 1
Q

1

2 AH

(

Ir +
δ̃

K + 1
C

)−1

AQ
1

2

]−1
}

. (34)

Then the system of equations (32) has a unique strictly positive solution(δ(Q), δ̃(Q)).

Furthermore, assume thatsupt ‖Q‖ < +∞, supt ‖A‖ < +∞, supt ‖C‖ < +∞, and

supt ‖C̃‖ < +∞. Assume also thatinft λmin(C̃) > 0 whereλmin(C̃) represents the smallest

eigenvalue ofC̃. Then, ast→ +∞,

I(Q) = Ī(Q) +O

(
1

t

)

(35)
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where the asymptotic approximation̄I(Q) is given by

Ī(Q) = log det



 It +
δ(Q)

K + 1
Q

1

2 C̃Q
1

2 +
1

σ2

K

K + 1
Q

1

2 AH

(

Ir +
δ̃(Q)

K + 1
C

)−1

AQ
1

2





+ log det

(

Ir +
δ̃(Q)

K + 1
C

)

− tσ2

K + 1
δ(Q) δ̃(Q) , (36)

or equivalently by

Ī(Q) = log det

(

Ir +
δ̃(Q)

K + 1
C +

1

σ2

K

K + 1
AQ

1

2

(

It +
δ(Q)

K + 1
Q

1

2 C̃Q
1

2

)−1

Q
1

2 AH

)

+ log det

(

It +
δ(Q)

K + 1
Q1/2C̃Q1/2

)

− tσ2

K + 1
δ(Q) δ̃(Q). (37)

Proof: We rely on the virtual channel introduced in Section III-A andon the eigenva-

lue/eigenvector decomposition performed there.

Matrices B, D, D̃ as introduced in Proposition 1 are clearly uniformly bounded, while

inft
1
tTrD = inft

1
tTrC = 1 due to the model specifications andinft

1
tTrQ

1

2 C̃Q
1

2 ≥
inft λmin(C̃)1

tTrQ > 0 as 1
tTrQ = 1. Therefore, matricesB, D and D̃ clearly satisfy the

assumptions of Theorems 1 and 2.

We first apply the results of Theorem 1-(i) to matrixΣ (and use the same notations). Using

the unitary invariance of the trace of a matrix, it is straightforward to check that :

f(δ, δ̃,Q)√
K + 1

=
1

t
Tr



D

(

σ2

(

I + D
δ̃√

K + 1

)

+ B

(

I + D̃
δ√

K + 1

)−1

BH

)−1


 ,

f̃(δ, δ̃,Q)√
K + 1

=
1

t
Tr



D̃



σ2

(

I + D̃
δ√

K + 1

)

+ BH

(

I + D
δ̃√

K + 1

)−1

B





−1

 .

Therefore,(δ, δ̃) is solution of (32) if and only if( δ√
K+1

, δ̃√
K+1

) is solution of (14). As the

system (14) admits a unique solution, say(β, β̃), the solution(δ, δ̃) to (32) exists, is unique

and is related to(β, β̃) by the relations :

β =
δ√

K + 1
, β̃ =

δ̃√
K + 1

. (38)

In order to justify (36) and (37), we note thatJ(σ2) coincides with the EMII(Q). Moreover,

the unitary invariance of the determinant of a matrix together with (38) imply thatĪ(Q) defined

by (36) and (37) coincide with the approximation̄J given by (26) and (27). This proves (35)

as well.

In the following, we denote byTK(σ2) andT̃K(σ2) the following matrix-valued functions :






TK(σ2) =
[

σ2(I + δ̃
K+1C) + K

K+1AQ
1

2 (I + δ
K+1Q

1

2 C̃Q
1

2 )−1Q
1

2 AH
]−1

T̃K(σ2) =
[

σ2(I + δ
K+1Q

1

2 C̃Q
1

2 ) + K
K+1Q

1

2 AH(I + δ̃
K+1C)−1AQ

1

2

]−1 . (39)
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They are related to matricesT and T̃ defined by (15) by the relations :






TK(σ2) = UT(σ2)UH

T̃K(σ2) = ŨT̃(σ2)ŨH
, (40)

and their entries represent deterministic approximationsof (HQHH + σ2Ir)
−1 and

(Q
1

2 HHHQ
1

2 + σ2It)
−1.

As 1
rTrTK = 1

rTrT and 1
tTrT̃K = 1

tTrT̃, the quantities1
rTrTK and 1

tTrT̃K are the

Stieltjes transforms of probability measuresµ and µ̃ introduced in Theorem 1-(ii). As matrices

HQHH and ΣΣH (resp.Q
1

2 HHHQ
1

2 and ΣHΣ) have the same eigenvalues, (21) implies

that the eigenvalue distribution ofHQHH (resp.Q
1

2 HHHQ
1

2 ) behaves likeµ (resp.µ̃).

We finally mention thatδ(σ2) and δ̃(σ2) are given by

δ(σ2) =
1

t
TrCTK(σ2) and δ̃(σ2) =

1

t
TrQ

1

2 C̃Q1/2T̃K(σ2) , (41)

and that the following representations hold true :

δ(σ2) =

∫

R+

µd(d λ)

λ+ σ2
and δ̃(σ2) =

∫

R+

µ̃d(d λ)

λ+ σ2
, (42)

whereµd and µ̃d are positive measures onR+ satisfyingµd(R+) = 1
tTrC and µ̃d(R+) =

1
tTrQ1/2C̃Q1/2.

IV. STRICT CONCAVITY OF Ī(Q) AND APPROXIMATION OF THE CAPACITYI(Q∗)

A. Strict concavity of̄I(Q)

The strict concavity of̄I(Q) is an important issue for optimization purposes (see SectionV).

The main result of the section is the following :

Theorem 4:The functionQ 7→ Ī(Q) is strictly concave onC1.

As we shall see, the concavity ofĪ can be established quite easily by relying on the concavity

of the EMI I(Q) = E log det
(

I + HQHH

σ2

)

. The strict concavity is more demanding and its

proof is mainly postponed to Appendix III.

In the sequel, we shall rely on the following straightforward but useful result :

Proposition 2: Let f : C1 → R be a real function. Thenf is strictly concave if and only if

for every matricesQ1,Q2 (Q1 6= Q2) of C1, the functionφ(λ) defined on[0, 1] by

φ(λ) = f (λQ1 + (1 − λ)Q2)

is strictly concave.



17

1) Concavity of the EMI:We first recall thatI(Q) = E log det
(

I + HQHH

σ2

)

is concave on

C1, and provide a proof for the sake of completeness. Denote byQ = λQ1 + (1 − λ)Q2 and

let φ(λ) = I(λQ1 + (1 − λ)Q2). Following Proposition 2, it is sufficient to prove thatφ is

concave. Aslog det
(

I + HQHH

σ2

)

= log det
(

I + HHHQ
σ2

)

, we have :

φ(λ) = E log det

(

I +
HQHH

σ2

)

,

φ′(λ) = E Tr

(

I +
HHHQ

σ2

)−1
HHH

σ2
(Q1 − Q2) ,

φ′′(λ) = −E Tr

[(

I +
HHHQ

σ2

)−1
HHH

σ2
(Q1 − Q2)

(

I +
HHHQ

σ2

)−1
HHH

σ2
(Q1 − Q2)

]

.

In order to conclude thatφ′′(λ) ≤ 0, we notice that
(

I + HHHQ
σ2

)−1
HHH
σ2 coincides with

HH

(

I +
HQHH

σ2

)−1
H

σ2

(use the well-known inequality(I + UV)−1U = U(I + VU)−1 for U = HH andV = HQ
σ2 ).

We denote byM the non negative matrix

M = HH

(

I +
HQHH

σ2

)−1
H

σ2

and otice that

φ′′(λ) = −ETr [M(Q1 − Q2)M(Q1 − Q2)] (43)

or equivalently that

φ′′(λ) = −ETr
[

M1/2(Q1 − Q2)M
1/2M1/2(Q1 − Q2)M

1/2
]

.

As matrix M1/2(Q1 − Q2)M
1/2 is Hermitian, this of course implies thatφ′′(λ) ≤ 0. The

concavity ofφ and ofI are established.

2) Using an auxiliary channel to establish concavity ofĪ(Q): Denote by⊗ the Kronecker

product of matrices. We introduce the following matrices :

∆ = Im ⊗ C, ∆̃ = Im ⊗ C̃, Ǎ = Im ⊗ A, Q̌ = Im ⊗ Q .

Matrix ∆ is of sizerm×rm, matrices∆̃ andQ̌ are of sizetm×tm, andǍ is of sizerm×tm.

Let us now introduce :

V̌ =
1√
mt

∆
1

2 W̌∆̃
1

2 and Ȟ =

√

K

K + 1
Ǎ +

1√
K + 1

V̌ ,

whereW̌ is a rm × tm matrix whose entries are i.i.dCN(0, 1)-distributed random variables.

Denote byIm(Q̌) the EMI associated with channeľH :

Im(Q̌) = E log det

(

I +
ȞQ̌ȞH

σ2

)

.
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Applying Theorem 3 to the channeľH, we conclude thatIm(Q̌) admits an asymptotic

approximation Īm(Q̌) defined by the system (33)-(34) and formula (36), where one will

substitute the quantities related to channelH by those related to channeľH, i.e. :

t↔ mt, r ↔ mr, A ↔ Ǎ, Q ↔ Q̌, C ↔ ∆, C̃ ↔ ∆̃ .

Due to the block-diagonal nature of matricešA, Q̌, ∆ and ∆̃, the system associated with

channelȞ is exactly the same as the one associated with channelH. Moreover, a straightforward

computation yields :
1

m
Īm(Q̌) = Ī(Q), ∀m ≥ 1 .

It remains to apply the convergence result (35) to conclude that

lim
m→∞

1

m
Im(Q̌) = Ī(Q) .

SinceQ 7→ Im(Q̌) = Im(Im ⊗ Q) is concave,Ī is concave as a pointwise limit of concave

functions.

3) Uniform strict concavity of the EMI of the auxiliary channel - Strict concavity of̄I(Q):

In order to establish the strict concavity ofĪ(Q), we shall rely on the following lemma :

Lemma 1:Let φ̄ : [0, 1] → R be a real function such that there exists a family(φm)m≥1 of

real functions satisfying :

(i) The functionsφm are twice differentiable and there existsκ < 0 such that

∀m ≥ 1, ∀λ ∈ [0, 1], φ′′m(λ) ≤ κ < 0 . (44)

(ii) For everyλ ∈ [0, 1], φm(λ) −−−−→
m→∞

φ̄(λ).

Then φ̄ is a strictly concave real function.

Proof of Lemma 1 is postponed to Appendix III.

Let Q1, Q2 in C1 ; denote byQ = λQ1 + (1 − λ)Q2, Q̌1 = Im ⊗ Q1, Q̌2 = Im ⊗ Q2,

Q̌ = Im ⊗ Q. Let Ȟ be the matrix associated with the auxiliary channel and denote by :

φm(λ) =
1

m
E log det

(

I +
ȞQ̌ȞH

σ2

)

.

We have already proved thatφm(λ) −−−−→
m→∞

φ̄(λ)
△
= Ī(λQ1 + (1 − λ)Q2). In order to fulfill

assumptions of Lemma 1, it is sufficient to prove that there exists κ < 0 such that for every

λ ∈ [0, 1],

lim sup
m→∞

φ′′m(λ) ≤ κ < 0 . (45)

(45) is proved in the Appendix III.



19

B. Approximation of the capacityI(Q∗)

SinceĪ is strictly concave over the compact setC1, it admits a unique argmax we shall denote

by Q∗, i.e. :

Ī(Q∗) = max
Q∈C1

Ī(Q) .

As we shall see in Section V, matrixQ∗ can be obtained by a rather simple algorithm. Provided

that supt ‖Q∗‖ is bounded, Eq. (35) in Theorem 3 yieldsI(Q∗) − Ī(Q∗) → 0 as t → ∞. It

remains to check thatI(Q∗) − I(Q∗) goes asymptotically to zero to be able to approximate

the capacity. This is the purpose of the next proposition.

Proposition 3: Assume thatsupt ‖A‖ <∞, supt ‖C̃‖ <∞, supt ‖C‖ <∞, inft λmin(C̃) >

0, and inft λmin(C) > 0. Let Q∗ andQ∗ be the maximizers overC1 of Ī and I respectively.

Then the following facts hold true :

(i) supt ‖Q∗‖ <∞.

(ii) supt ‖Q∗‖ <∞.

(iii) I(Q∗) = I(Q∗) +O(t−1).

Proof: The proof of items (i) and (ii) is postponed to Appendix VI. Let us prove (iii). As

(
I(Q∗) − I(Q∗)

)

︸ ︷︷ ︸

≥ 0

+
(
Ī(Q∗) − Ī(Q∗)

)

︸ ︷︷ ︸

≥ 0

=
(
I(Q∗) − Ī(Q∗)

)

︸ ︷︷ ︸

= O(t−1)

by (ii) and Th. 3 Eq. (35)

+
(
Ī(Q∗) − I(Q∗)

)

︸ ︷︷ ︸

= O(t−1)

by (i) and Th. 3 Eq. (35)

(46)

where the two terms of the lefthand side are nonnegative due to the fact thatQ∗ andQ∗ are the

maximizers ofI andĪ respectively. As a direct consequence of (46), we haveI(Q∗)−I(Q∗) =

O(t−1) and the proof is completed.

V. OPTIMIZATION OF THE INPUT COVARIANCE MATRIX

In the previous section, we have proved that matrixQ∗ asymptotically achieves the capacity.

The purpose of this section is to propose an efficient way of maximizing the asymptotic

approximationĪ(Q) without using complicated numerical optimization algorithms. In fact, we

will show that our problem boils down to simple waterfilling algorithms.
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A. Properties of the maximum of̄I(Q).

In this section, we shall establish some ofQ∗’s properties. We first introduce a few notations.

Let V (κ, κ̃,Q) be the function defined by :

V (κ, κ̃,Q) = log det

(

It +
κ

K + 1
Q

1

2 C̃Q
1

2 +
K

σ2(K + 1)
Q

1

2 AH

(

Ir +
κ̃

K + 1
C

)−1

AQ
1

2

)

+ log det

(

Ir +
κ̃

K + 1
C

)

− tσ2κκ̃

K + 1
. (47)

or equivalently by

V (κ, κ̃,Q) = log det

(

Ir +
κ̃

K + 1
C +

K

σ2(K + 1)
AQ

1

2

(

It +
κ

K + 1
Q

1

2 C̃Q
1

2

)−1

Q
1

2 AH

)

+ log det

(

It +
κ

K + 1
Q1/2C̃Q1/2

)

− tσ2κκ̃

K + 1
. (48)

Note that if (δ(Q), δ̃(Q)) is the solution of system (32), then :

Ī(Q) = V (δ(Q), δ̃(Q),Q) .

Denote by(δ∗, δ̃∗) the solution(δ(Q∗), δ̃(Q∗)) of (32) associated withQ∗. The aim of the

section is to prove thatQ∗ is the solution of the following standard waterfilling problem :

Ī(Q∗) = max
Q∈C1

V (δ∗, δ̃∗,Q) .

Denote byG(κ, κ̃) the t× t matrix given by :

G(κ, κ̃) =
κ

K + 1
C̃ +

K

σ2(K + 1)
AH

(

Ir +
κ̃

K + 1
C

)−1

A . (49)

Then,V (κ, κ̃,Q) also writes

V (κ, κ̃,Q) = log det (I + QG(κ, κ̃)) + log det

(

Ir +
κ̃

K + 1
C

)

− tσ2κκ̃

K + 1
, (50)

which readily implies the differentiability of(κ, κ̃,Q) 7→ V (κ, κ̃,Q) and the strict concavity

of Q 7→ V (κ, κ̃,Q) (κ and κ̃ being frozen).

In the sequel, we will denote by∇F (x) the derivative of the differentiable functionF at

point x (x taking its values in some finite-dimensional space) and by〈∇F (x), y〉 the value of

this derivative at pointy. Sometimes, a function is not differentiable but still admits directional

derivatives: The directional derivative of a functionF at x in directiony is

F ′(x; y) = lim
t↓0

F (x+ ty) − F (x)

t

when the limit exists. Of course, ifF is differentiable atx, thenF ′(x; y) = 〈∇F (x), y〉. The

following proposition captures the main features needed inthe sequel.
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Proposition 4: Let F : C1 → R be a concave function. Then :

(i) The directional derivativeF ′(Q;P − Q) exists in(−∞,∞] for all Q,P in C1.

(ii) (necessary condition) If F attains its maximum forQ∗ ∈ C1, then :

∀Q ∈ C1, F ′(Q∗;Q − Q∗) ≤ 0 . (51)

(iii) ( sufficient condition) Assume that there existsQ∗ ∈ C1 such that :

∀Q ∈ C1, F ′(Q∗;Q − Q∗) ≤ 0. (52)

ThenF admits its maximum atQ∗ (i.e. Q∗ is an argmax ofF over C1).

If F is differentiable then both conditions (51) and (52) write :

∀Q ∈ C1, 〈∇F (Q∗),Q − Q∗〉 ≤ 0.

These results are standard (see for instance [5, Chapter 2]),therefore the proof is omitted.

In the following proposition, we gather various propertiesrelated toĪ.

Proposition 5: Consider the functionsδ(Q), δ̃(Q) and Ī(Q) from C1 to R. The following

properties hold true :

(i) Functionsδ(Q), δ̃(Q) and Ī(Q) are differentiable (and in particular continuous) overC1.

(ii) Let Q ∈ C1. The following property :

∀P ∈ C1, 〈∇Ī(Q),P − Q〉 ≤ 0

holds true if and only ifQ = Q∗.

(iii) Denote by δ∗ and δ̃∗ the quantitiesδ(Q∗) and δ̃(Q∗). Matrix Q∗ is the solution of the

standard waterfilling problem : Maximize overQ ∈ C1 the function V (δ∗, δ̃∗,Q) or

equivalently the functionlog det(I + QG(δ∗, δ̃∗)).

Proof: (i) is established in Appendix IV. Let us establish (ii). Recall that Ī(Q) is strictly

concave by Theorem 4 (and therefore its maximum is attained atat most one point). On the

other hand,Ī(Q) is continuous by (i) overC1 which is compact. Therefore, the maximum of

Ī(Q) is uniquely attained at a pointQ∗. Item (ii) follows then from Proposition 4.

Proof of item (iii) is based on the following identity, to be proved below :

〈∇Ī(Q∗),Q − Q∗〉 = 〈∇QV
(

δ∗, δ̃∗,Q∗
)

,Q − Q∗〉 , (53)

where ∇Q denote the derivative ofV (κ, κ̃,Q) with respect toV ’s third component, i.e.

∇QV (κ, κ̃,Q) = ∇Γ(Q) with Γ : Q 7→ V (κ, κ̃,Q). Assume that (53) holds true. Then item

(ii) implies that 〈∇
Q

∗

V
(

δ∗, δ̃∗,Q∗
)

,Q − Q∗〉 ≤ 0 for every Q ∈ C1. As Q 7→ V (δ∗, δ̃∗,Q)

is strictly concave onC1, Q∗ is the argmax ofV (δ∗, δ̃∗, ·) by Proposition 4 and we are done.
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It remains to prove (53). ConsiderQ andP in C1, and use the identity

〈∇Ī(P),Q − P〉 = 〈∇QV (δ(P), δ̃(P),P),Q − P)〉

+

(
∂V

∂κ

)

(δ(P), δ̃(P),P) 〈∇δ(P),Q − P〉

+

(
∂V

∂κ̃

)

(δ(P), δ̃(P),P) 〈∇δ̃(P),Q − P〉 .

We now compute the partial derivatives ofV and obtain :






∂V

∂κ
= − tσ2

K + 1

(

κ̃− f̃(κ, κ̃,Q)
)

∂V

∂κ̃
= − tσ2

K + 1
(κ− f(κ, κ̃,Q))

, (54)

wheref and f̃ are defined by (33) and (34). The first relation follows from (47) and the second

relation from (48). As(δ(Q), δ̃(Q)) is the solution of system (32), equations (54) imply that :

∂V

∂κ
(δ(Q), δ̃(Q),Q) =

∂V

∂κ̃
(δ(Q), δ̃(Q),Q) = 0 . (55)

Letting P = Q∗ and taking into account (55) yields :

〈∇Ī(Q∗),Q − Q∗〉 = 〈∇QV (δ(Q∗), δ̃(Q∗),Q∗),Q − Q∗〉 ,

and (iii) is established.

Remark 7:The quantitiesδ∗ and δ̃∗ depend on matrixQ∗. Therefore, Proposition 5 does not

provide by itself any optimization algorithm. However, it gives valuable insights on the structure

of Q∗. Consider first the caseC = I and C̃ = I. Then,G(δ∗, δ̃∗) is a linear combination of

I and matrixAHA. The eigenvectors ofQ∗ thus coincide with the right singular vectors of

matrix A, a result consistent with the work [20] devoted to the maximization of the EMII(Q).

If C = I and C̃ 6= I, G(δ∗, δ̃∗) can be interpreted as a linear combination of matricesC̃

andAHA. Therefore, if the transmit antennas are correlated, the eigenvectors of the optimum

matrix Q∗ coincide with the eigenvectors of some weighted sum ofC̃ andAHA. This result

provides a simple explanation of the impact of correlated transmit antennas on the structure

of the optimal input covariance matrix. The impact of correlated receive antennas onQ∗ is

however less intuitive because matrixAHA has to be replaced withAH(I + δ̃∗C)−1A.

B. The optimization algorithm.

We are now in position to introduce our maximization algorithm of Ī. It is mainly motivated

by the simple observation that for each fixed(κ, κ̃), the maximization w.r.t.Q of function

V (κ, κ̃,Q) defined by (50) can be achieved by a standard waterfilling procedure, which, of

course, does not need the use of numerical techniques. On theother hand, forQ fixed, the
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equations (32) have unique solutions that, in practice, canbe obtained using a standard fixed-

point algorithm. Our algorithm thus consists in adapting parametersQ and δ, δ̃ separately by

the following iterative scheme :

– Initialization :Q0 = I, (δ1, δ̃1) are defined as the unique solutions of system (32) in which

Q = Q0 = I. Then, defineQ1 are the maximum of functionQ → V (δ1, δ̃1,Q) on C1,

which is obtained through a standard waterfilling procedure.

– Iterationk : assumeQk−1, (δk−1, δ̃k−1) available. Then,(δk, δ̃k) is defined as the unique

solution of (32) in whichQ = Qk−1. Then, defineQk are the maximum of function

Q → V (δk, δ̃k,Q) on C1.

One can notice that this algorithm is the generalization of the procedure used by [43] for

optimizing the input covariance matrix for correlated Rayleigh MIMO channels.

We now study the convergence properties of this algorithm, and state a result which implies

that, if the algorithm converges, then it converges to the unique argmaxQ∗ of Ī.

Proposition 6: Assume that the two sequences(δk)k≥0 and (δ̃k)k≥0 verify

lim
k→+∞

δk − δk−1 → 0, lim
k→+∞

δ̃k − δ̃k−1 → 0 (56)

Then, the sequence(Qk)k≥0 converges toward the maximumQ∗ of Ī on C1.

The proof is given in the appendix.

Remark 8: If the algorithm is convergent, i.e. if sequence(Qk)k≥0 converges towards a

matrix P∗, Proposition 6 implies thatP∗ = Q∗. In fact, functionsQ 7→ δ(Q) andQ 7→ δ̃(Q)

are continuous by Proposition 5. Asδk = δ(Qk−1) andδ̃k = δ̃(Qk−1), the convergence of(Qk)

thus implies the convergence of(δk) and (δ̃k), and (56) is fulfilled. Proposition 6 immediately

yields P∗ = Q∗.

Remark 9:Although we have not been able to prove the convergence of thealgorithm, we

believe that it can be used in practice because its possible non convergence can be easily

checked by evaluatingδk − δk−1 and δ̃k − δ̃k−1 for eachk. If one of the above sequences does

not converge towards0, Remark 8 implies that the algorithm does not converge. In this case,

a simple solution consists in modifying the initializationpoint as many times as necessary. We

however notice that all the numerical experiments we have conducted indicate that the algorithm

converges if initialized atQ0 = It.
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VI. N UMERICAL EXPERIMENTS.

A. When is the number of antennas large enough to reach the asymptotic regime ?

All our analysis is based on the approximation of the ergodicmutual information. This

approximation consists in assuming the channel matrix to belarge. Here we provide typical

simulation results showing that the asymptotic regime is reached for relatively small number of

antennas. For the simulations provided here we assume :

– Q = It.

– The chosen line-of-sight (LOS) componentA has the following structure :

A =
1√
t
[a(θ1), . . . ,a(θt)]Λ , (57)

wherea(θ) = (1, eiθ, . . . , ei(r−1)θ)T and Λ is a diagonal matrix whose entries represent

the complex amplitudes of thet line of sight (LOS) components. The angles of arrivals

are chosen randomly according to a uniform distribution.

– Antenna correlation is assumed to decrease exponentiallywith the inter-antenna distance

i.e. C̃ij ∼ ρ
|i−j|
T , Cij ∼ ρ

|i−j|
R with 0 ≤ ρT ≤ 1 and0 ≤ ρR ≤ 1.

– K is equal to1.

Figure 1 represents the EMII(Q) evaluated by Monte Carlo simulations and its approximation

Ī(Q) as well as their relative difference (in percentage). Here,the correlation coefficients are

equal to(ρT , ρR) = (0.8, 0.3) and three different pairs of numbers of antenna are considered :

(t, r) ∈ {(2, 2), (4, 4), (8, 8)}. Figure 1 shows that the approximation is reliable even forr =

t = 2 in a wide range of SNR.

B. Numerical evaluation of the improvement provided by the algorithm.

In this paragraph, we evaluate numerically the EMI improvement provided by matrixQ∗

over the simple uniform transmission strategyQ = It. We assume that :

– C = Ir

– The transmit antennas correlation matrixC̃ is generated according to the popular model

proposed in [4], i.e.

C̃k,l = a e−iπ(k−l) cosφ e−
1

2
(π(k−l) sinφσφ)2)

wherea is a constant chosen in such a way that1
tTr(C̃) = 1. φ andσφ can be interpreted

as the mean angle of departure and the standard deviation of the angles of departure of a

scatterer cluster respectively. We notice that ifσφ ≃ 0, thenRank(C̃) ≃ 1. We refer the
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Fig. 1. The large system approximation is accurate for correlated Rician MIMO channels. The relative difference

between the EMI approximation and that obtained by Monte-Carlo simulationsis less than5 % for a 2 × 2 system

and less than1 % for a 8 × 8 system.

reader to [4] for more details. In our experiments, we have chosenφ = 30˚ andσφ = 5˚

andσφ = 20˚.

– Matrix A is a rank 1 matrix. Its right singular vector is1√
t
(1, e−iπ cos θ, . . . , e−iπ(t−1) cos θ)T

and its left singular vector is 1√
r
(1, 1, . . . , 1)T . The value of θ belongs to

{0, 30˚, 60˚, 90˚, 120˚, 150˚} in our experiments.

– K = 1

We plot in figures 2 and 3 the relative improvementI(Q
∗
)−I(I)
I(I) provided by the optimal matrix

Q∗ over the uniform transmission strategyQ = I. In figure 2, we have consideredσφ = 5˚, and

we have plotted the relative improvement versus the SNR forθ ∈ {0, 30˚, 60˚, 90˚, 120˚, 150˚}
and forr = t = 4 andr = t = 8. Figure 3 corresponds toσφ = 20˚. The results show that the

improvement is not very significant forσφ = 20˚, but important forσφ = 5˚. This behaviour

was expected because matrixQ∗ is the solution of a waterfilling problem corresponding to a

matrix G∗ defined as a linear combination ofAHA and C̃ (see item (iii) of Proposition 5 as
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well as Remark 7). Ifσφ = 5˚, matrix C̃ is close from a rank 1 matrix so thatRank(G∗) ≃ 2.

In this context, matrixQ∗ may differ quite significantly fromIt. This tends to indicate that

the optimization of the input covariance matrix can be quiteuseful if matricesA andC̃ are ill

conditioned.
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Fig. 2. Relative improvement of the EMI forσφ = 5
˚.

C. Comparison with the Vu-Paulraj method.

In this paragraph, we compare our algorithm with the method presented in [41] based on

the maximization ofI(Q). We recall that Vu-Paulraj’s algorithm is based on a Newton method

and a barrier interior point method. Moreover, the average mutual informations and their first

and second derivatives are evaluated by Monte-Carlo simulations. In fig. 5, we have evaluated

CE = maxQ∈C1
I(Q) versus the SNR forr = t = 4. Matrix H coincides with the example

considered in [41]. The solid line corresponds to the resultsprovided by the Vu-Paulraj’s

algorithm ; the number of trials used to evaluate the mutual informations and its first and

second derivatives is equal to30.000, and the maximum number of iterations of the algorithm

in [41] is fixed to 10. The dashed line corresponds to the resultsprovided by our algorithm :

Each point representsI(Q∗) at the corresponding SNR, whereQ∗ is the argmax ofĪ ; the

average mutual information at pointQ∗ is evaluted by Monte-Carlo simulation (30.000 trials

are used). The number of iterations is also limited to 10. Figure 5 shows that our asymptotic

approach provides the same results than the Vu-Paulraj’s algorithm. However, our algorithm is



27

−5 0 5 10 15 20
0

5

10

15

20

25

30

35

R
el

at
iv

e 
g

ai
n

 in
 p

er
ce

n
t

SNR in dB

 0
 0

 N
r
 = N

t
 = 8 

 N
r
 = N

t
 = 4 

Fig. 3. Relative improvement of the EMI forσφ = 20
˚.

r = t = 2 r = t = 4 r = t = 8

Vu-Paulraj 0.75 8.2 138

New algorithm 10−2 3.10−2 7.10−2

Fig. 4. Average time per iteration in seconds

computationally much more efficient as table (4) shows. The table gives the average executation

time (in sec.) of one iteration for both algorithms forr = t = 2, r = t = 4, r = t = 8.

In fig. 6, we again compare Vu-Paulraj’s algorithm and our proposal. MatrixA is generated

according to (57), the angles being chosen at random. The transmit and receive antennas

correlations are exponential with parameter0 < ρT < 1 and 0 < ρR < 1 respectively.

In the experiments,r = t = 4, while various values ofρT , ρR and of the Rice factorK

have been considered. As in the previous experiment, the maximum number of iterations for

both algorithms is 10, while the number of trials generated to evaluate the average mutual

informations and their derivatives is equal to 30.000. Our approach again provides the same

results than Vu-Paulraj’s algorithm, except for low SNRs forK = 1, ρT = 0.5, ρR = 0.8 where

our method gives better results : at these points, the Vu-Paulraj’s algorithm seems not to have

converge at the 10th iteration.
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VII. CONCLUSIONS

In this paper, an explicit approximation for the ergodic mutual information for Rician MIMO

channels with transmit and receive antenna correlation is provided. This approximation is based

on the asymptotic Random Matrix Theory. The accuracy of the approximation has been studied

both analytically and numerically. It has been shown to be very accurate even for small MIMO

systems : The relative error is less than5% for a 2 × 2 MIMO channel and less1 % for an

8 × 8 MIMO channel.

The derived expression for the EMI has been exploited to derivean efficient optimization

algorithm providing the optimum covariance matrix.

APPENDIX I

PROOF OF THE EXISTENCE AND UNIQUENESS OF THE SYSTEM(14).

We consider functionsg(κ, κ̃) and g̃(κ, κ̃) defined by

g(κ, κ̃) =
1

κ

1

t
Tr

[

D
(

σ2(Ir + Dκ̃) + B(It + D̃κ)−1BH
)−1

]

g̃(κ, κ̃) =
1

κ̃

1

t
Tr

[

D̃
(

σ2(It + D̃κ) + BH(Ir + Dκ̃)−1B
)−1

]
(58)

For each̃κ > 0 fixed, functionκ→ g(κ, κ̃) is clearly strictly decreasing, converges toward+∞
if κ → 0 and converges to0 if κ → +∞. Therefore, there exists a uniqueκ > 0 satisfying
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Fig. 6. Comparison with the Vu-Paulraj algorithm II

g(κ, κ̃) = 1. As this solution depends oñκ, it is denotedh(κ̃) in the following. We claim that

– (i) Functionκ̃→ h(κ̃) is strictly decreasing for̃κ > 0,

– (ii) Function κ̃→ κ̃h(κ̃) is strictly increasing for̃κ > 0.

In fact, consider̃κ2 > κ̃1 > 0. It is easily checked that for eachκ > 0, g(κ, κ̃1) > g(κ, κ̃2).

Hence, the solutionh(κ̃1) and h(κ̃2) of the equationsg(κ, κ̃1) = 1 and g(κ, κ̃2) = 1 satisfy

h(κ̃1) > h(κ̃2). This establishes (i). To prove (ii), we use the obvious relation g(h(κ̃1), κ̃1) −
g(h(κ̃2), κ̃2) = 0. We denote by(Ui)i=1,2 the matrices

Ui = σ2 (h(κ̃i)I + κ̃ih(κ̃i)D) + B

(
I

h(κ̃i)
+ D̃

)−1

BH

It is clear thatg(h(κ̃i), κ̃i) = 1
tTrDU−1

i . We expressg(h(κ̃1), κ̃1) − g(h(κ̃2), κ̃2) as

g(h(κ̃1), κ̃1) − g(h(κ̃2), κ̃2) =
1

t
TrD(U−1

1 − U−1
2 )

and use the identity

U−1
1 − U−1

2 = U−1
1 (U2 − U1)U

−1
2 . (59)

Using the form of matrices(Ui)i=1,2, we eventually obtain that

g(h(κ̃1), κ̃1) − g(h(κ̃2), κ̃2) = u(h(κ̃2) − h(κ̃1)) + v(κ̃2h(κ̃2) − κ̃1h(κ̃1)) ,

whereu andv are the strictly positive terms defined by

u =
1

t
TrDU−1

1

(

σ2I + B(I + h(κ̃2)D̃)−1(I + h(κ̃1)D̃)−1BH
)

U−1
2
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and

v =
1

t
TrDU−1

1 DU−1
2 .

As u(h(κ̃2) − h(κ̃1)) + v(κ̃2h(κ̃2) − κ̃1h(κ̃1)) = 0, (h(κ̃2) − h(κ̃1)) < 0 implies that

κ̃2h(κ̃2) − κ̃1h(κ̃1) > 0. Hence,κ̃h(κ̃) is a strictly increasing function as expected.

From this, it follows that functioñκ → g̃(h(κ̃), κ̃) is strictly decreasing for̃κ > 0. This

function converges to+∞ if κ̃→ 0 and to0 if κ̃→ +∞. Therefore, the equation w.r.t.̃κ :

g̃(h(κ̃), κ̃) = 1

has a unique strictly positive solutioñβ. Denote byβ the strictly positive termβ = h(β̃). It is

clear thatg(β, β̃) = g̃(β, β̃) = 1 or equivalently thatβ = f(β, β̃) and β̃ = f̃(β, β̃). We have

therefore shown that(β, β̃) is the unique solution of (14) satisfyingβ > 0 and β̃ > 0.

APPENDIX II

PROOF OFTHEOREM 2

This section is organized as follows. We first recall in subsection II-A some useful

mathematical tools. In subsection II-B, we establish (29).In II-C, we prove (30) and (31).

Technical details that are needed to establish (30) and (31)are also given in subsections II-D

and II-E.

We shall use the following notations. Ifu is a random variable, the zero mean random variable

u−E(u) is denoted by
◦
u. If z = x+ iy is a complex number, the differential operators∂∂z and

∂
∂z̄ are defined respectively by12

(
∂
∂x − i ∂∂y

)

and 1
2

(
∂
∂x + i ∂∂y

)

. Finally, if Σ,B,Y are given

matrices, we denote respectively byξj ,bj ,yj their columns.

A. Mathematical tools.

1) The Poincaré-Nash inequality:Let x = [x1, . . . , xM ]T be a complex Gaussian random

vector whose law is given byE[x] = 0, E[xxT ] = 0, and E[xx∗] = Ξ. Let Φ =

Φ(x1, . . . , xM , x̄1, . . . , x̄M ) be aC1 complex function polynomially bounded together with

its partial derivatives. Then the following inequality holds true :

Var(Φ(x)) ≤ E

[

∇zΦ(x)T Ξ ∇zΦ(x)
]

+ E

[

(∇z̄Φ(x))H Ξ ∇z̄Φ(x)
]

,

where∇zΦ = [∂Φ/∂z1, . . . , ∂Φ/∂zM ]T and∇z̄Φ = [∂Φ/∂z̄1, . . . , ∂Φ/∂z̄M ]T .

This inequality is well known (see e.g. [8] and [22]).
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Let Y be ther×t matrix Y = 1√
t
D

1

2 XD̃
1

2 , whereX has i.i.d.CN(0, 1) entries and consider

the stackedrt× 1 vectorx = [Y11, . . . , Yrt]
T . In this case, Poincaré-Nash inequality writes :

Var (Φ(Y)) ≤ 1

t

r∑

i=1

t∑

j=1

did̃jE

[∣
∣
∣
∣

∂Φ(Y)

∂Yi,j

∣
∣
∣
∣

2

+

∣
∣
∣
∣

∂Φ(Y)

∂Y i,j

∣
∣
∣
∣

2
]

. (60)

2) The differentiation formula for functions of Gaussian random vectors:With x andΦ given

as above, we have the following

E [xpΦ(x)] =
M∑

m=1

[Ξ]pm E

[
∂Φ(x)

∂x̄m

]

. (61)

This formula relies on an integration by parts, and is thus referred to as the Integration by

parts formula for Gaussian vectors. It is widely used in Mathematical Physics ([15]) and has

been used in Random Matrix Theory in [26] and [31].

If x coincides with thert× 1 vectorx = [Y11, . . . , Yrt]
T , relation (61) becomes

E [YpqΦ(Y)] =
dpd̃q
t

E

[
∂Φ(Y)

∂Y pq

]

. (62)

Replacing matrixY by matrix Ȳ also provides

E
[
Y pqΦ(Y)

]
=
dpd̃q
t

E

[
∂Φ(Y)

∂Ypq

]

. (63)

3) Some useful differentiation formulas:The following partial derivatives∂(Spq)
∂Yij

and ∂Spq

∂Y ij

for eachp, q ∈ {1, . . . , r} and1 ≤ i ≤ r, 1 ≤ j ≤ t will be of use in the sequel. Straightforward

computations yield : 





∂Spq

∂Yij
= −Sp,i

(
ξHj S

)

q

∂Spq

∂Ȳij
= −Si,q (Sξ)p

. (64)

B. Proof of (29)

We just prove that the variance of1tTr(MS) is a O( 1
t2 ) term. For this, we note that the

random variable1
tTr(MS) can be interpreted as a functionΦ(Y) of the entries of matrixY,

and use the Poincaré-Nash inequality (60) toΦ(Y). FunctionΦ(Y) is equal to

Φ(Y) =
1

t

∑

p,q

Mq,pSp,q .

Therefore, the partial derivative ofΦ(Y) with respect toYij is given by

∂Φ(Y)

∂Yij
=

1

t

∑

p,q

Mq,p
∂Spq
∂Yij

which, by (64), coincides with

∂Φ(Y)

∂Yij
= −1

t

∑

p,q

Mq,pSp,i(ξ
H
j S)q = −1

t

(
ξHj SMS

)

i
.
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As di ≤ dmax and d̃j ≤ d̃max, it is clear that

r∑

i=1

t∑

j=1

did̃jE

∣
∣
∣
∣

∂Φ(Y)

∂Yij

∣
∣
∣
∣

2

≤ dmaxd̃max

r∑

i=1

t∑

j=1

E

∣
∣
∣
∣

∂Φ(Y)

∂Yij

∣
∣
∣
∣

2

.

It is easily seen that

r∑

i=1

E

∣
∣
∣
∣

∂Φ(Y)

∂Yij

∣
∣
∣
∣

2

=
1

t2
E
(
ξHj SMS2MHSξHj

)
.

As ‖S‖ ≤ 1
σ2 andsupt ‖M‖ < +∞, ξHj SMS2MHSξHj is less than1

σ8 supt ‖M‖2 ‖ξj‖2. Mo-

reover,E‖ξj‖2 coincides with‖bj‖2+ 1
t d̃j
∑r

i=1 di, which is itself less thanb2max+dmaxd̃max
r
t ,

a uniformly bounded term. Therefore,

r∑

i=1

E

∣
∣
∣
∣

∂Φ(Y)

∂Yij

∣
∣
∣
∣

2

is aO( 1
t2 ) term. This proves that

1

t

r∑

i=1

t∑

j=1

did̃jE

∣
∣
∣
∣

∂Φ(Y)

∂Yij

∣
∣
∣
∣

2

= O

(
1

t2

)

.

It can be shown similarly that

1

t

r∑

i=1

t∑

j=1

did̃jE

∣
∣
∣
∣

∂Φ(Y)

∂Yij

∣
∣
∣
∣

2

= O

(
1

t2

)

.

The conclusion follows from Poincaré-Nash inequality (60).

C. Proof of (30) and (31).

As we shall see, proofs of (30) and (31) are demanding. We first introduce the following

notations : Define scalar parametersη(σ2), α(σ2), α̃(σ2) as

η(σ2) = 1
tTr
(
DS(σ2)

)

α(σ2) = E
[

1
tTr
(
DS(σ2)

)]

α̃(σ2) = 1
tTr

[

D̃
(

σ2(I + αD̃)
)−1 (

I − BH
E(S(σ2))B(I + αD̃)−1

)]
(65)

and matricesR(σ2), R̃(σ2) as

R(σ2) =

[

σ2 (I + α̃D) + B
(

I + αD̃
)−1

BH

]−1

R̃(σ2) =
[

σ2
(

I + αD̃
)

+ BH (I + α̃D)−1
B
]−1

. (66)

It is difficult to study directly the term1
rTrM(E(S)−T). In some sense, matrixR can be seen

as an intermediate quantity betweenE(S) andT. Thus the proof consists into two steps : 1)

first, studying1
rTrM(E(S) − R) and 2) studying1

rTrM(R − T).
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1) First step: The first step consists in showing the following Proposition.

Proposition 7: For each deterministicr × r matrix M, uniformly bounded (for the spectral

norm) asr → ∞, we have :

1

t
Tr [M (E(S) − R)] = O

(
1

t2

)

. (67)

We just sketch the proof of this proposition, and provide thedetailed proof in subsection II-D.

In order to use the Integration by parts formula (62), noticethat

σ2S(σ2) + S(σ2)ΣΣH = I . (68)

Taking the mathematical expectation, we have for eachp, q ∈ {1, . . . , r} :

σ2
E(Spq) + E

[
(SΣΣH)pq

]
= δ(p− q) . (69)

A convenient use of the Integration by parts formula allows to expressE
[
(SΣΣH)pq

]
in terms

of the entries ofE(S). To see this, note that

E
[
(SΣΣH)pq

]
=

t∑

j=1

r∑

i=1

E(SpiΣijΣqj) .

For eachi, E(SpiΣijΣqj) can be written as

E(SpiΣijΣqj) = E(Spi)BijBqj + E
(
SpiYqj

)
Bij + E

(
SpiYijΣqj

)
.

Using (62) with functionΦ(Y) = SpiΣqj and (63) withΦ(Y) = Spi, and summing over index

i yields :

E
[
(Sξj)pΣq,j

]
=
dqd̃j
t

E(Spq) − d̃jE
[
η(Sξj)pΣq,j

]
− dqd̃j

t
E
[
Spqξ

H
j Sbj

]
+ E [(Sbj)p]Bqj .

(70)

Eq. (29) forM = D implies thatVar(η) = O( 1
t2 ), or equivalently thatE(

◦
η

2
) = O( 1

t2 ). This,

in some sense (details are given in subsection II-D), allowsto approximateE
[
η(Sξj)pΣq,j

]
by

E(η)E
[
(Sξj)pΣq,j

]
= αE

[
(Sξj)pΣq,j

]
. Therefore, Eq. (70) can be written as

E
[
(Sξj)pΣq,j

]
≃ dqd̃j

t
E(Spq) − αd̃jE

[
(Sξj)pΣq,j

]
− dqd̃j

t
E
[
Spqξ

H
j Sbj

]
+ E [(Sbj)p]Bqj .

Solving w.r.t.E
[
(Sξj)pΣq,j

]
, we obtain

E
[
(Sξj)pΣq,j

]
≃ 1

t

dqd̃j

1 + αd̃j
E(Spq) +

1

1 + αd̃j
E [(Sbj)p]Bqj −

1

t

dqd̃j

1 + αd̃j
E
[
Spqξ

H
j Sbj

]
.
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Writing ξj = bj + yj , and summing overj provides the following approximate expression of

E
[
(SΣΣH)pq

]
:

E
[
(SΣΣH)pq

]
≃ dq

1

t
Tr
[

D̃(I + αD̃)−1
]

E(Spq)

+ E

[(

SB(I + αD̃)−1BH
)

pq

]

− dq E

[

Spq
1

t
Tr
(

SBD̃(I + αD̃)−1BH
)]

− dq E

[

Spq
1

t
Tr
(

SBD̃(I + αD̃)−1YH
)]

. (71)

Using similar calculations, it is possible to establish that

E

[

Spq
1

t
Tr
(

SBD̃(I + αD̃)−1YH
)]

≃ −E(Spq)E

[
1

t
Tr
(

SBD̃(I + αD̃)−1YH
)]

E

[

Spq
1

t
Tr
(

SBD̃(I + αD̃)−1BH
)]

≃ E(Spq)E

[
1

t
Tr
(

SBD̃(I + αD̃)−1BH
)]

and that

E

[
1

t
Tr
(

SBD̃(I + αD̃)−1YH
)]

≃ −α 1

t
Tr
(

E(S)BD̃2(I + αD̃)−2BH
)

. (72)

Therefore,E
[
(SΣΣH)pq

]
can be approximated by

dq
1

t
Tr
[

D̃(I + αD̃)−1
]

E(Spq) + E

[(

SB(I + αD̃)−1BH
)

pq

]

− dq E(Spq)E

[
1

t
Tr
(

SBD̃(I + αD̃)−1BH
)]

+ αdq E(Spq)E

[
1

t
Tr
(

SBD̃2(I + αD̃)−2BH
)]

. (73)

Plugging the above approximate expression ofE
[
(SΣΣH)pq

]
into (69), and solving with respect

to E(Spq), we obtain after some algebra that

(

E

[

S
(

σ2(I + α̃D) + B(I + αD̃)−1BH
)])

pq
≃ δ(p− q)

or equivalently that

E(Spq) ≃ Rpq .

In order to prove Proposition 7, it is of course necessary to evaluate the convergence speed

toward 0 of the error termsE(Spq) − Rpq. Fortunately, Poincaré-Nash inequality allows to

study these terms rather easily, and to prove (67). More details are given in subsection II-D.

2) Second step:The second step consists in showing the Proposition :

Proposition 8: For each deterministic matrixM, uniformly bounded for the spectral norm

as t→ ∞, we have :
1

t
Tr [M (R − T)] = O

(
1

t2

)

. (74)
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We first observe thatR − T = R
(
T−1 − R−1

)
T. Using the expressions ofR−1 and T−1,

multiplying by M, and taking the trace gives

1

t
Tr [M (R − T)] = (β̃ − α̃) σ2 1

t
Tr(MRDT) +

(α− β)
1

t
Tr
[

MRB(I + βD̃)−1D̃(I + βD̃)−1BHT
]

. (75)

As the termsσ
2

t Tr(MRDT) and 1
tTr
[

MRB(I + βD̃)−1D̃(I + βD̃)−1BHT
]

are uniformly

bounded, it is sufficient to establish that(α− β) and(α̃− β̃) are themselvesO( 1
t2 ) terms. For

this, we first prove the following lemma.

Lemma 2:α and α̃ can be written as

α =
1

t
Tr (DR) + ǫ, α̃ =

1

t
Tr
(

D̃R̃
)

+ ǫ̃ , (76)

whereǫ and ǫ̃ areO( 1
t2 ) terms.

Proof: The first relation of (76) follows immediately from Proposition 7 when matrixM

is equal toD. To establish the second relation, we again use Proposition7 for a relevant matrix

M, and obtain that

α̃(σ2) = 1
tTr

[

D̃
(

σ2(I + αD̃)
)−1 (

I − BH RB(I + αD̃)−1
)]

+ ǫ̃

where ǫ̃ = O( 1
t2 ). We claim that

1

t
Tr

[

D̃
(

σ2(I + αD̃)
)−1 (

I − BH RB(I + αD̃)−1
)]

=
1

t
Tr
(

D̃R̃
)

. (77)

In fact, using the definition ofR, we get that

(

BH RB(I + αD̃)−1
)

=

BH
[

I +
(
σ2(I + α̃D)

)−1
B(I + αD̃)−1BH)

]−1 (
σ2(I + α̃D)

)−1
B(I + αD̃)−1.

In order to simplify the notations, we put

G =
(
σ2(I + α̃D)

)−1
B(I + αD̃)−1.

Using the identities

BH
(
I + GBH

)−1
G =

(
I + BHG

)−1
BHG

I −
(
I + BHG

)−1
BHG =

(
I + BHG

)−1
,

we get that

I −
(

BH RB(I + αD̃)−1
)

=
(
I + BHG

)−1
.

Hence,
(

σ2(I + αD̃)
)−1 (

I − BH RB(I + αD̃)−1
)

= R̃,
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which eventually yields (77). This establishes the second equation of (76).

We now establish thatα− β and α̃− β̃ are bothO( 1
t2 ) terms.

First express(α− β) = 1
tTrD(R − T) + ǫ. Using (75) forM = D yields

(α− β)

(

1 − 1

t
Tr
[

DRB(I + βD̃)−1D̃(I + βD̃)−1BHT
])

+ (α̃− β̃) σ2 1

t
Tr(DRDT) = ǫ.

(78)

Similarly, (α̃ − β̃) = 1
tTr
[

D̃(R̃ − T̃)
]

+ ǫ̃. Expressing (R̃ − T̃) as (R̃ − T̃) =

R̃
(

T̃−1 − R̃−1
)

T̃ and replacingT̃−1 andR̃−1 by their expressions, we obtain after straigh-

forward computations :

(α− β) σ2 1

t
Tr(D̃R̃D̃T̃) + (α̃− β̃)

(

1 − 1

t
Tr
[

D̃R̃BH(I + β̃D)−1D(I + β̃D)−1DT̃
])

= ǫ̃.

(79)

Equations (78) and (79) can be interpreted as a linear systemsw.r.t. (α−β) and(α̃− β̃). More

precisely, if we define(u0, v0, ũ0, ṽ0) by

u0 = 1 − 1
tTr(DRB(I + βD̃)−1D̃(I + βD̃)−1BHT)

ṽ0 = 1 − 1
tTr(D̃R̃BH(I + β̃D)−1D(I + β̃D)−1BT̃)

v0 = σ2 1
tTr(DRDT)

ũ0 = σ2 1
tTr(D̃R̃D̃T̃)

(80)

then, (78) and (79) can be written as



u0 v0

ũ0 ṽ0








α− β

α̃− β̃



 =




ǫ

ǫ̃



 . (81)

If the determinantu0ṽ0 − ũ0v0 of the 2× 2 matrix governing the system is nonzero,α−β and

α̃− β̃ are given by :

α− β =
ṽ0ǫ− v0ǫ̃

u0ṽ0 − ũ0v0
, α̃− β̃ =

u0ǫ̃− ũ0ǫ

u0ṽ0 − ũ0v0
, (82)

u0, v0, ũ0, ṽ0 being uniformly bounded. Asǫ and ǫ̃ are O( 1
t2 ) terms, (α − β) and (α̃ − β̃)

will themselves beO( 1
t2 ) terms as long as the inverse(u0ṽ0 − ũ0v0)

−1 of the determinant is

uniformly bounded. In order to state the corresponding result, we define(u, v, ũ, ṽ) by

u = 1 − 1
tTr(DTB(I + βD̃)−1D̃(I + βD̃)−1BHT)

ṽ = 1 − 1
tTr(D̃T̃BH(I + β̃D)−1D(I + β̃D)−1BT̃)

v = σ2 1
tTr(DTDT)

ũ = σ2 1
tTr(D̃T̃D̃T̃)

. (83)

The expressions of(u, v, ũ, ṽ) nearly coincide with the expressions of coefficients

(u0, v0, ũ0, ṽ0), the only difference being that matricesR andR̃ are replaced in the definition
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of (u, v, ũ, ṽ) by matricesT and T̃ respectively. The following result, proved in subsection

II-E, suggests that the study ofuṽ − ũv provides useful informations onu0ṽ0 − ũ0v0.

Lemma 3:(u0, v0, ũ0, ṽ0) can be written as

u0 = u+ ǫu

ṽ0 = ṽ + ǫ̃v

v0 = v + ǫv

ũ0 = ũ+ ǫ̃u

(84)

whereǫu, ǫ̃v, ǫ̃u, ǫv converge to0 when t→ +∞.

The behaviour ofuṽ−ũv is provided in the following Lemma, whose proof is given in subsection

II-E.

Lemma 4:Coefficients(u, v, ũ, ṽ) satisfy :

– (i) u = ṽ,

– (ii) 0 < u < 1 and inft u > 0,

– (iii) 0 < uṽ − ũv < 1 and supt
1

uṽ−ũv < +∞.

Lemmas 3 and 4 immediately imply that it existst0 such that0 < u0ṽ0 − ũ0v0 ≤ 1 for each

t ≥ t0 and

sup
t≥t0

1

u0ṽ0 − ũ0v0
< +∞ . (85)

This eventually showsα− β and α̃− β̃ are of the same order of magnitude thanǫ and ǫ̃, i.e.

areO( 1
t2 ) terms which in turn establishes Proposition 8.

Eq. (31) eventually follows from the integral representation (30)

J(σ2) − J(σ2) =

∫ +∞

σ2

Tr (E(S(ω)) − T(ω)) dω. (86)

as well as a dominated convergence argument that is omitted.

D. Details of the proof of Step 1

We provide the detailed proof of Proposition 7. We first state auseful Lemma.

Lemma 5:Let P,P1 andP2 be deterministicr×t, t×t, t×r matrices respectively, uniformly

bounded with respect to the spectral norm ast→ ∞. Consider the following functions ofY.

Φ(Y) =
1

t
Tr
[
SPΣH

]
, (87)

Ψ(Y) =
1

t
Tr
[
SΣP1Σ

HP2

]
, (88)

Ψ
′

(Y) =
1

t
Tr
[
SΣP1Y

HP2

]
. (89)
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Then, the following estimates hold true :

Var(Φ) = O

(
1

t2

)

, (90)

Var(Ψ) = O

(
1

t2

)

, (91)

Var(Ψ
′

) = O

(
1

t2

)

. (92)

The proof, based on the Poincaré-Nash inequality (60), is omitted.

We now complete proof of Step 1. We take Eq. (70) as a starting point, and writeη as

η = E(η) +
◦
η = α+

◦
η. Therefore,

E
[
η (Sξj)p Σq,j

]
= αE

[
(Sξj)p Σq,j

]
+ E

[◦
η (Sξj)p Σq,j

]

.

Plugging this relation into (70), and solving w.r.t.E
[
(Sξj)p Σq, j

]
yields

E
[
(Sξj)pΣq,j

]
=

1

t

dqd̃j

1 + αd̃j
E(Spq) +

1

1 + αd̃j
E [(Sbj)p]Bqj

− 1

t

dqd̃j

1 + αd̃j
E
[
Spqξ

H
j Sbj

]
− d̃j

1 + αd̃j
E

[◦
η (Sξj)p Σq,j

]

.

Writing ξj = bj+yj , and summing overj provides the following expression ofE
[
(SΣΣH)pq

]
:

E
[
(SΣΣH)pq

]
= dq

1

t
Tr
[

D̃(I + αD̃)−1
]

E(Spq)

+ E

[(

SB(I + αD̃)−1BH
)

pq

]

− dq E

[

Spq
1

t
Tr
(

SBD̃(I + αD̃)−1BH
)]

− dq E

[

Spq
1

t
Tr
(

SBD̃(I + αD̃)−1YH
)]

− E

[
◦
η
(

SΣD̃(I + αD̃)−1ΣH
)

p,q

]

. (93)

The resolvent identity (68) thus implies that

δ(p− q) = σ2
E(Spq) +

dq
t

Tr
[

D̃(I + αD̃)−1
]

E(Spq)

+ E

[(

SB(I + αD̃)−1BH
)

pq

]

− dq E

[

Spq
1

t
Tr
(

SBD̃(I + αD̃)−1BH
)]

− dq E

[

Spq
1

t
Tr
(

SBD̃(I + αD̃)−1YH
)]

− E

[
◦
η
(

SΣD̃(I + αD̃)−1ΣH
)

p,q

]

. (94)

In order to simplify the notations, we defineρ1 andρ2 by

ρ1 =
1

t
Tr
(

SBD̃(I + αD̃)−1BH
)

and ρ2 =
1

t
Tr
(

SBD̃(I + αD̃)−1YH
)

.

For i = 1, 2, we write E(Spqρi) as

E(Spqρi) = E(Spq) E(ρi) + E

( ◦
Spq

◦
ρi

)

.
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Thus, (94) can thus be written as

δ(p− q) = σ2
E(Spq) + dq

1

t
Tr
[

D̃(I + αD̃)−1
]

E(Spq)

+
(

E(S)B(I + αD̃)−1BH
)

pq
− dq E(Spq)

1

t
Tr
(

E(S)BD̃(I + αD̃)−1BH
)

− dq E(Spq)E

[
1

t
Tr
(

SBD̃(I + αD̃)−1YH
)]

− dq E

( ◦
Spq

◦
ρ1

)

− dq E

( ◦
Spq

◦
ρ2

)

− E

[
◦
η
(

SΣD̃(I + αD̃)−1ΣH
)

p,q

]

. (95)

We now establish the following lemma.

Lemma 6:

Eρ2 = E

[
1

t
Tr
(

SBD̃(I + αD̃)−1YH
)]

= −α 1

t
Tr
(

E(S)BD̃2(I + αD̃)−2BH
)

− E

(◦
η

◦
ρ3

)

, (96)

whereρ3 is defined by

ρ3 =
1

t
Tr
(

SBD̃2(I + αD̃)−2ΣH
)

.

Proof: We expressE(ρ2) as

E(ρ2) = 1
t

∑t
j=1

d̃j

1+αd̃j

E(yHj Sbj)

= 1
t

∑t
j=1

d̃j

1+αd̃j

∑r
i=1 E

(
(Sbj)iYij

) (97)

and evaluateE
(
(Sbj)iYij

)
using formula (63) forΦ(Y) = (Sbj)i. This gives

E
(
(Sbj)iYij

)
=

1

t
did̃j

r∑

k=1

E

(
∂Sik
∂Yij

)

Bkj .

By (64),

E

(
∂Sik
∂Yij

)

= −E
(
Sii(b

H
j S)k

)
− E

(
Sii(y

H
j S)k

)
.

Therefore,

E
(
yHj Sbj

)
= −d̃jE

(
η bHj Sbj

)
− d̃jE

(
η yHj Sbj

)
.

Writing againη = E(η) +
◦
η = α+

◦
η, we get that

E

(

yHj Sbj

)

= −αd̃jE
(

bHj Sbj

)

− αd̃jE
(

yHj Sbj

)

−d̃jE
(◦
η bHj Sbj

)

− d̃jE
(◦
η yHj Sbj

) (98)

Solving this equation w.r.t.E
(

yHj Sbj

)

yields

E
(
yHj Sbj

)
= − αd̃j

1 + αd̃j
E
(
bHj Sbj

)
− d̃j

1 + αd̃j
E

(◦
η bHj Sbj

)

− d̃j

1 + αd̃j
E

(◦
η yHj Sbj

)

(99)

or equivalently

E
(
yHj Sbj

)
= − αd̃j

1 + αd̃j
E
(
bHj Sbj

)
− d̃j

1 + αd̃j
E

(◦
η ξHj Sbj

)

. (100)
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Eq. (96) immediately follows from (97), (100), and the relation E(
◦
η ρ3) = E(

◦
η

◦
ρ3).

Plugging (96) into (95) yields

δ(p− q) + ∆pq

= E(Spq)

[

σ2 + dq

(
1

t
TrD̃(I + αD̃)−1 − E(ρ1) + α

1

t
TrE(S)BD̃2(I + αD̃)−2BH

)]

+
[

E(S)B(I + αD̃)−1BH
]

pq
(101)

where∆ is ther × r matrix defined by

∆pq = E

[
◦
η
(

SΣD̃(I + αD̃)−1ΣH
)

pq

]

+ dqE

( ◦
Spq(

◦
ρ1 +

◦
ρ2)

)

− dqE(Spq) E

(◦
η

◦
ρ3

)

for eachp, q or equivalently by

∆ = E

[◦
η
(

SΣD̃(I + αD̃)−1ΣH
)]

+ E

(

(
◦
ρ1 +

◦
ρ2)

◦
S

)

D − E

(◦
η

◦
ρ3

)

E(S)D .

Using the relation

αD̃(I + αD̃)−1 = I − (I + αD̃)−1 ,

we obtain that

α
1

t
Tr
(

E(S)BD̃2(I + αD̃)−2BH
)

=
1

t
Tr
(

E(S)BD̃(I + αD̃)−1BH
)

− 1

t
Tr
(

E(S)BD̃(I + αD̃)−2BH
)

= E(ρ1) −
1

t
Tr
(

E(S)BD̃(I + αD̃)−2BH
)

. (102)

Therefore, the term

1

t
TrD̃(I + αD̃)−1 − E(ρ1) + α

1

t
Tr
(

E(S)BD̃2(I + αD̃)−2BH
)

is equal to

1

t
TrD̃(I + αD̃)−1 − 1

t
Tr
(

E(S)BD̃(I + αD̃)−2BH
)

=
1

t
Tr
[

D̃(I + αD̃)−1
(

I − BH
E(S)B(I + αD̃)−1

)]

which, in turn, coincides withσ2 α̃ (see Eq. (65)). Eq. (101) is thus equivalent to

(

E(S)
[

σ2(I + α̃D) + B(I + αD̃)−1BH
])

pq
= δ(p− q) + ∆pq (103)

or, in matrix form,

E(S)R−1 = I + ∆ (104)

i.e.

E(S) = R + ∆R . (105)



41

In order to complete the proof of Proposition 7, it remains tocheck that ifM is a deterministic,

uniformly bounded matrix for the spectral norm asn→ ∞, then

1

t
Tr∆RM = O

(
1

t2

)

.

For this, we write1
t Tr∆RM as 1

t Tr∆RM = T1 + T2 − T3 where

T1 = E

[◦
η 1
tTr

(

SΣD̃(I + αD̃)−1ΣHRM
)]

,

T2 = E

(

(
◦
ρ1 +

◦
ρ2)

1
t Tr(

◦
SDRM)

)

,

T3 = E

(◦
η

◦
ρ3

)
1
t Tr (E(S)DRM) .

We denote byρ4 the term

ρ4 =
1

t
Tr
(

SΣD̃(I + αD̃)−1ΣHRM
)

and notice thatT1 = E(
◦
η

◦
ρ4). Eq. (29) implies thatE(

◦
η

2
) andE

[

1
t Tr

( ◦
SDRM)

)]2

areO( 1
t2 )

terms. Moreover, Lemma 5 immediately shows that for eachi = 1, 2, 3, E(
◦
ρi

2
) is aO( 1

t2 ) term.

The Cauchy-Schwarz inequality eventually provides1
tTr∆RM = O( 1

t2 ), which completes the

proof of Proposition 7.

E. Details of the proof of Step 2

1) Proof of Lemma 3:In order to establish Lemma 3, we first prove that :

Lemma 7:

α− β = o(1) and α̃− β̃ = o(1) . (106)

Proof: We first prove that ifσ2 is large enough, then (106) holds. For this, we take (82)

as a starting point, and study the behaviour of coefficientsu0, ũ0, v0, ṽ0 for large enough values

of σ2. As matricesR andT are less than1
σ2 Ir and matrices̃R andT̃ are less than1

σ2 It, it is

clear that :

u0 ≥ 1 − 1
σ4

1
tTr
[

DB(I + βD̃)−1D̃(I + βD̃)−1BH
]

≥ 1 − 1
σ4

r
t dmaxd̃maxb

2
max ,

ṽ0 ≥ 1 − 1
σ4

1
tTr
[

D̃BH(I + β̃D)−1D(I + β̃D)−1B
]

≥ 1 − 1
σ4 dmaxd̃maxb

2
max ,

ũ0 ≤ d̃2
max

σ2 ,

v0 ≤ r
t
d2
max

σ2 .
(107)

As t
r → c, it is clear that there existsσ2

0 and an integert0 for which u0 ≥ 1/2, ṽ0 ≥ 1/2, ũ0 ≤
1/4, v0 ≤ 1/4 for t ≥ t0 andσ2 ≥ σ2

0. Therefore,u0ṽ0 − ũ0v0 >
3
16 for t ≥ t0 andσ2 ≥ σ2

0.

Eq. (82) thus implies that ifσ2 ≥ σ2
0, thenα−β andα̃− β̃ are of the same order of magnitude

as ǫ = O( 1
t2 ), and therefore converge to 0 whent → +∞. It remains to prove that this
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convergence still holds for0 < σ2 < σ2
0. For this, we shall rely on Montel’s theorem (see

e.g. [6]), a tool frequently used in the context of large random matrices. It is based on the

observation that, considered as functions of parameterσ2, α(σ2) − β(σ2) and α̃(σ2) − β̃(σ2)

can be extended to holomorphic functions onC − R
− by replacingσ2 by a complex number

z. Moreover, it can be shown that these holomorphic functionsare uniformly bounded on

each compact subsetK of C − R
−, in the sense thatsupt supz∈K |α(z) − β(z)| < +∞

and supt supz∈K |α̃(z) − β̃(z)| < +∞. Using Montel’s theorem, it can thus be shown that

if α(σ2) − β(σ2) and α̃(σ2) − β̃(σ2) converge toward zero for eachσ2 > σ2
0, then for each

z ∈ C−R
−, α(z)−β(z) andα̃(z)− β̃(z) converge as well towards 0. This in particular implies

thatα(σ2)−β(σ2) andα̃(σ2)− β̃(σ2) converge towards 0 for eachσ2 > 0. This proves Lemma

7. For more details, the reader may e.g. refer to [18].

We note that Montel’s theorem does not guarantee thatα−β andα̃− β̃ are stillO( 1
t2 ) terms

for σ2 < σ2
0. It is therefore necessary to prove Lemmas 3 and 4 to obtain this result from Eq.

(82).

In order to complete the proof of Lemma 3, we observe that, by (75) and (106),

1
tTr [M(R − T)] converges towards 0 for each uniformly bounded matrixM. It can be shown

similarly that 1
tTr
[

M̃(R̃ − T̃)
]

converges towards 0 for each uniformly bounded matrixM̃.

Using these properties for relevant matricesM andM̃ immediately yields Lemma 3.

2) Proof of Lemma 4.:In order to establish item (i), we notice that a direct application of

the matrix inversion Lemma yields :

T̃BH(I + β̃D)−1 = (I + βD̃)−1BHT . (108)

The equalityu = ṽ immediately follows from (108).

The proofs of (ii) and (iii) are based on the observation that function σ2 → σ2β(σ2) is

increasing while functionσ2 → β̃(σ2) is decreasing. This claim is a consequence of Eq. (19)

that we recall below :

β(σ2) =

∫

R+

dµb(λ)

λ+ σ2
, β̃(σ2) =

∫

R+

dµ̃b(λ)

λ+ σ2
,

wheredµb(λ) = 1
tTr(Ddµ(λ)) and dµ̃b(λ) = 1

tTr(D̃dµ̃(λ)). Notice thatµb(R+) = 1
tTr(D)

and thatµ̃b(R+) = 1
tTr(D̃). Note thatβ̃ is decreasing becauseσ2 7→ 1

λ+σ2 is decreasing and

σ2β(σ2) is increasing becauseσ2 7→ σ2

λ+σ2 is increasing. Denote by′ the differentiation operator

w.r.t. σ2. Then,(σ2β)
′

> 0 and β̃
′

< 0 for eachσ2. We now differentiate relations (18) w.r.t.
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σ2. After some algebra, we obtain :

u (σ2β)
′

+ σ2v β̃
′

= 1
tTr(DTB(I + βD̃)−1(I + βD̃)−1BHT)

ũ
σ2 (σ2β)

′

+ ṽβ̃
′

= −1
tTrT̃D̃T̃

. (109)

As β̃
′

< 0, the first equation of (109) implies thatu (σ2β)
′

> 0. As (σ2β)
′

> 0, this yields

u > 0. As u < 1 clearly holds, the first part of (ii) is proved.

We now prove thatinft u > 0. The first equation of (109) yields :

u > −σ2vβ̃
′ 1

(σ2β)′
. (110)

In the following, we show thatinft
1

(σ2β)′
> 0, inft |β̃

′ | > 0 and thatinft v > 0.

By representation (19),

−β̃′

=

∫

R+

dµ̃b(λ)

(λ+ σ2)2
and (σ2β(σ2))

′

=

∫

R+

λdµb(λ)

(λ+ σ2)2
.

As λ
(λ+σ2)2 ≤ 1

σ2 for λ ≥ 0, (σ2β)
′ ≤ 1

σ2µb(R
+) = 1

tTrD. Therefore, the term 1
(σ2β)′

is

lowerbounded byσ2(1
tTrD)−1. As 1

tTrD ≤ r
tdmax, we haveinft

1
(σ2β)′

> 0.

We now establish thatinft |β̃
′ | > 0. We first use Jensen’s inequality : As measure

(1
tTrD̃)−1 dµ̃b(λ) is a probability distribution :

[
∫

R+

1

λ+ σ2

(
1

t
TrD̃

)−1

dµ̃b(λ)

]2

≤
∫

R+

1

(λ+ σ2)2

(
1

t
TrD̃

)−1

dµ̃b(λ) .

In other words,|β̃′ | =
∫

R+

1
(λ+σ2)2dµ̃b(λ) satisfies

|β̃′ | ≥ 1
1
tTrD̃

[∫

R+

1

λ+ σ2
dµ̃b(λ)

]2

=
1

1
tTrD̃

β̃2 .

As mentioned above,(1
tTrD̃)−1 is lower-bounded by(dmax)

−1. Therefore, it remains to

establish thatinft β̃
2 > 0, or equivalently thatinft β̃ > 0. For this, we assume thatinft β̃t(σ

2) =

0 (we indicate that̃β depends both onσ2 andt). Therefore, there exists an increasing sequence

of integers(tk)k≥0 for which

lim
k→+∞

β̃tk(σ
2) = 0

i.e.

lim
k→+∞

∫

R+

1

λ+ σ2
dµ̃

(tk)
b (λ) = 0 ,

where µ̃(tk)
b is the positive measure associated withβ̃tk(σ

2). As D̃ is uniformly bounded, the

sequence(µ̃(tk)
b )k≥0 is tight. One can therefore extract from(µ̃(tk)

b )k≥0 a subsequence(µ̃(t
′

l)
b )l≥0

that converges weakly to a certain measureµ̃∗b which of course satisfies
∫

R+

1

λ+ σ2
dµ̃∗b(λ) = 0 .
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This implies thatµ̃∗b = 0, and thusµ̃∗b(R
+) = 0, while the convergence of(µ̃(t

′

l)
b )l≥0 gives

µ̃∗b(R
+) = lim

l→+∞
µ̃

(t
′

l)
b (R+) = lim

l→+∞
1

t
′

l

TrD̃t
′

l
> 0

by assumption (3). Therefore, the assumptioninft β̃t(σ
2) = 0 leads to a contradiction. Thus,

inft β̃t(σ
2) > 0 and inft |β̃

′ | > 0 is proved.

We finally establish thatv is lower-bounded, i.e. thatinft
1
tTrDTDT > 0. For any Hermitian

positive matrixM,
1

t
Tr(M2) ≥

[
1

t
Tr(M)

]2

.

We use this inequality forM = T1/2DT1/2. This leads to

1

t
TrDTDT =

1

t
TrM2 >

[
1

t
Tr(M)

]2

=

[
1

t
Tr(DT)

]2

= β2 .

Therefore,inft
1
tTrDTDT ≥ inft β

2. Using the same approach as above, we can prove that

inft β
2 > 0. Proof of (ii) is completed.

In order to establish (iii), we use the first equation of (109) to express(σ2β)
′

in terms ofβ̃
′

,

and plug this relation into the second equation of (109). Thisgives :
(

ṽ − 1

u
ũv

)

β̃
′

= −1

t
TrT̃D̃T̃ − ũ

σ2u

1

t
Tr(DTB(I + βD̃)−1(I + βD̃)−1BHT) . (111)

The righthand side of (111) is negative as well asβ̃
′

. Therefore,̃v− 1
u ũv > 0. As u is positive,

uṽ − ũv is also positive. Moreover,u et ṽ are strictly less than 1. As̃u andv are both strictly

positive,uṽ− ũv is strictly less than 1. To complete the proof of (iii), we notice that by (111),

1

uṽ − ũv
≤ − |β̃′ |

u1
tTrT̃D̃T̃

.

|β̃′ | clearly satisfies|β̃′ | ≤ 1
σ4

1
tTrD̃ and is thus upper bounded byd̃max

σ4 . (ii) implies that

supt
1
u < +∞. It remains to verify thatinft

1
tTrT̃D̃T̃ > 0. Denote byx = 1

tTrT̃D̃T̃.

x =
1

t

t∑

i=1

d̃i

t∑

j=1

|T̃i,j |2 .

In order to use Jensen’s inequality, we considerκ̃i = d̃i
1

t
TrD̃

, and notice that1t
∑t

i=1 κ̃i = 1. x

can be written as

x =
1

t
TrD̃

1

t

t∑

i=1

κ̃i



(
t∑

j=1

|T̃i,j |2)1/2




2

.

By Jensen’s inequality

1

t

t∑

i=1

κ̃i



(
t∑

j=1

|Ti,j |2)1/2




2

≥




1

t

t∑

i=1

κ̃i(
t∑

j=1

|T̃i,j |2)1/2




2

.
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Moreover,



1

t

t∑

i=1

κ̃i(
t∑

j=1

|T̃i,j |2)1/2




2

≥
[

1

t

t∑

i=1

κ̃i T̃i,i

]2

=

[(
1

t
TrD̃

)−1

β̃

]2

.

Finally,

x =
1

t
TrT̃D̃T̃ ≥

(
1

t
TrD̃

)−1

β̃2 .

Sinceinft β̃
2 > 0, we haveinft

1
tTrT̃D̃T̃ > 0 and the proof of (iii) is completed.

APPENDIX III

STRICT CONCAVITY OF Ī(Q) : REMAINING PROOFS

A. Proof of Lemma 1

Notice thatφm is strictly concave due to (44). Notice also thatφ is concave as a pointwise

limit of the φm’s. Now in order to prove the strict concavity ofφ, assume that there exists a

subinterval, say(a, b) ⊂ [0, 1] with a < b whereφ fails to be strictly concave :

∀λ ∈ [0, 1], φ(λa+ (1 − λ)b) = λφ(a) + (1 − λ)φ(b) .

Otherwise stated,

∀x ∈ (a, b), φ(x) =
φ(b) − φ(a)

b− a
(x− a) + φ(a).

Let x ∈ (a, b) andh > 0 be small enough so thatx− h andx+ h belong to(a, b) ; recall the

following inequality, valid for differentiable concave functions :

φm(x) − φm(x− h)

h
≥ φ′m(x) ≥ φm(x+ h) − φm(x)

h
.

Letting m→ ∞, we obtain :

φ(x) − φ(x− h)

h
≥ lim sup

m→∞
φ′m(x) ≥ lim inf

m→∞
φ′m(x) ≥ φ(x+ h) − φ(x)

h
.

In particular, for allx ∈ (a, b), limm→∞ φ′m(x) = φ(b)−φ(a)
b−a . Now let [x, x+h] ∈ (a, b). Fatou’s

lemma together with (44) yield :

0 < κh ≤
∫ x+h

x
lim inf
m→∞

φ′′m(u) du

≤ lim inf
m→∞

∫ x+h

x
φ′′m(u) du = lim

m→∞

(
φ′m(x+ h) − φ′m(x)

)
= 0 .

This yields a contradiction, thereforeφ must be strictly convex on[0, 1].



46

B. Proof of (45).

We defineM̌ as thetm× tm matrix given by

M̌ = ȞH

(

I +
ȞQ̌ȞH

σ2

)−1
Ȟ

σ2
.

We have :

φ′′m(λ) = − 1

m
E Tr

[
M̌(Q̌1 − Q̌2)M̌(Q̌1 − Q̌2)

]

or equivalently

φ′′m(λ) = − 1

m
E Tr

[(

I +
ȞQ̌ȞH

σ2

)−1
Ȟ

σ2
(Q̌1 − Q̌2)M̌(Q̌1 − Q̌2)Ȟ

H

]

Recall thatTr(AB) ≥ λmin(A)Tr(B) for A, B Hermitian and nonnegative matrices. In

particular :

Tr

[(

I +
ȞQ̌ȞH

σ2

)−1
Ȟ

σ2
(Q̌1 − Q̌2)M̌(Q̌1 − Q̌2)Ȟ

H

]

≥ λmin

(

I +
ȞQ̌ȞH

σ2

)−1

Tr

[
Ȟ

σ2
(Q̌1 − Q̌2)M̌(Q̌1 − Q̌2)Ȟ

H

]

.

Similarly, we obtain that

Tr

[
Ȟ

σ2
(Q̌1 − Q̌2)M̌(Q̌1 − Q̌2)Ȟ

H

]

≥ λmin

(

I +
ȞQ̌ȞH

σ2

)−1

Tr

[
Ȟ

σ2
(Q̌1 − Q̌2)

ȞHȞ

σ2
(Q̌1 − Q̌2)Ȟ

H

]

.

This eventually implies that

Tr

[(

I +
ȞQ̌ȞH

σ2

)−1
Ȟ

σ2
(Q̌1 − Q̌2)M̌(Q̌1 − Q̌2)Ȟ

H

]

≥

λ2
min

(

I +
ȞQ̌ȞH

σ2

)−1

Tr

[
ȞHȞ

σ2
(Q̌1 − Q̌2)

ȞHȞ

σ2
(Q̌1 − Q̌2)

]

.

As

λ2
min

(

I +
ȞQ̌ȞH

σ2

)−1

≥ 1

λ2
max

(

I + ȞQ̌ȞH

σ2

) ≥ 1
(
1 + σ−2‖Q̌‖ ‖ȞHȞ‖

)2 ,

we have :

φ′′m(λ) ≤ − 1

m
E

[(

1
(
1 + σ−2‖Q̌‖ ‖ȞHȞ‖

)2

)

× Tr

(
ȞHȞ

σ2
(Q̌1 − Q̌2)

ȞHȞ

σ2
(Q̌1 − Q̌2)

)]

.

Let us introduce the following notations :

αm =
1

(
1 + σ−2‖Q̌‖ ‖ȞHȞ‖

)2 , βm =
1

m
Tr

[
ȞHȞ

σ2
(Q̌1 − Q̌2)

ȞHȞ

σ2
(Q̌1 − Q̌2)

]

.

The following properties whose proofs are postponed to Appendix III-C hold true :
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Proposition 9: (i) limm→∞ var(βm) = 0 ,

(ii) For all m ≥ 1, E(βm) = E(β1) = ETr
[
HHH
σ2 (Q1 − Q2)

HHH
σ2 (Q1 − Q2)

]

> 0 ,

(iii) There existsδ > 0 such that for allλ ∈ [0, 1], lim infm→∞ E(αm) ≥ δ > 0 .

We are now in position to establish (45). By Proposition 9-(i), we have

|E(αmβm) − E(αm)E(βm)| ≤
√

var(βm)
√

E(α2
m) ≤

√

var(βm) −−−−→
m→∞

0 .

By Proposition 9-(ii),(iii), we have :

lim inf
m→∞

E(αmβm) = lim inf
m→∞

E(αm)E(βm) = E(β1) lim inf
m→∞

E(αm) ≥ δE(β1) > 0 .

The bound (45) is now established forκ = −δE(β1). Applying Lemma 1 toφm(λ), we conclude

thatλ 7→ φ̄(λ) is strictly concave for everyQ1,Q2 in C1 (Q1 6= Q2), and so isQ 7→ Ī(Q) by

Proposition 2.

C. Proof of Proposition 9

Proof: [Proof of (i)] In order to prove thatlimm var(βm) = 0, we shall rely on Poincaré-

Nash inequality. We shall use the following decomposition3 :

C
1

2

√
K + 1

= UD
1

2 UH ; C̃
1

2 = ŨD̃
1

2 ŨH .

In particular,H writes

UHHŨ =

√

K

K + 1
UHAŨ + D

1

2

UHWŨ√
t

D̃
1

2

△
= B + D

1

2

X√
t
D̃

1

2

△
= B + Y

△
= Σ ,

whereX is a r × t matrix with i.i.d. CN(0, 1) entries. Consider now the following matrices :

B̌ = Im ⊗ B, Γ = Im ⊗ D, Γ̃ = Im ⊗ D̃, V = Im ⊗ U, Ṽ = Im ⊗ Ũ.

Similarly, Ȟ writes :

VHȞṼ = B̌ + Γ
1

2

X̌√
mt

Γ̃
1

2

△
= B̌ + Y̌

△
= Σ̌ ,

where X̌ is a mr × mt matrix with i.i.d. CN(0, 1) entries. Denote byΘ = ŨH(Q1 −
Q2)Ũ and by Θ̌ = ṼH(Q̌1 − Q̌2)Ṽ(= Im ⊗ Θ). The quantityβm writes then :βm =

3Note that the notations introduced hereafter slightly differ from those introduced in Section III-A but this should

not disturb the reader.
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1
σ4mTr Θ̌Σ̌HΣ̌Θ̌Σ̌HΣ̌. Consideringβm as a function of the entries of̌X = (X̌ij), i.e.

βm = φ(X̌), standard computations yield

∂φ(X̌)

∂X̌ij

=
2

m

(
Θ̌Σ̌HΣ̌Θ̌Σ̌H

)

ji
.

Poincaré-Nash inequality yields then

var (βm) ≤ 1

mt

∑

i,j

ΓiΓ̃jE

∣
∣
∣
∣

∂φ(X̌)

∂X̌ij

∣
∣
∣
∣

2

=
1

mt

∑

i,j

ΓiΓ̃j
4

m2t2
E

∣
∣
∣

(
Θ̌Σ̌HΣ̌Θ̌Σ̌H

)

ji

∣
∣
∣

2

≤ 4dmaxd̃max

m3t3
ETr

(
Θ̌Σ̌HΣ̌Θ̌Σ̌HΣ̌Θ̌HΣ̌HΣ̌Θ̌H

)

≤ 4dmaxd̃max

m2t2
‖Θ̌HΘ̌‖E

(
1

mt
TrΣ̌HΣ̌Θ̌Σ̌HΣ̌Θ̌HΣ̌HΣ̌

)

.

Moreover, Schwarz inequality yields

1

mt
TrΣ̌HΣ̌Θ̌H(Σ̌HΣ̌)2Θ̌ ≤

[
1

mt
Tr(Σ̌HΣ̌)2

]1/2 [ 1

mt
Tr
(
Θ̌H(Σ̌HΣ̌)2Θ̌Θ̌H(Σ̌HΣ̌)2Θ̌

)
]1/2

so that

1

mt
TrΣ̌HΣ̌Θ̌HΣ̌HΣ̌Θ̌ ≤ ‖Θ̌HΘ̌‖

[
1

mt
Tr(Σ̌HΣ̌)2

]1/2 [ 1

mt
Tr(Σ̌HΣ̌)4

]1/2

.

Schwarz inequality yields then

E

(
1

mt
TrΣ̌HΣ̌Θ̌HΣ̌HΣ̌Θ̌

)

≤ ‖Θ̌HΘ̌‖
[

E

(
1

mt
Tr(Σ̌HΣ̌)2

)]1/2 [

E

(
1

mt
Tr(Σ̌HΣ̌)4

)]1/2

.

It is tedious, but straightforward, to check that

sup
m

E

(
1

mt
Tr(Σ̌HΣ̌)2

)

< +∞

and

sup
m

E

(
1

mt
Tr(Σ̌HΣ̌)4

)

< +∞

which, in turn, imply thatvar(βm) = O( 1
m2 ).

Proof: [Proof of (ii)] Write Eβm as

Eβm =
1

σ4m
E Tr Σ̌HΣ̌Θ̌Σ̌HΣ̌Θ̌

=
1

σ4m
E Tr

(
B̌HB̌ + B̌HY̌ + Y̌HB̌ + Y̌HY̌

)
Θ̌
(
B̌HB̌ + B̌HY̌ + Y̌HB̌ + Y̌HY̌

)
Θ̌

(a)
=

1

σ4m
Tr B̌HB̌Θ̌B̌HB̌Θ̌ +

1

σ4m
E Tr B̌HB̌Θ̌Y̌HY̌Θ̌

+
1

σ4m
E Tr B̌HY̌Θ̌Y̌HB̌Θ̌ +

1

σ4m
E Tr Y̌HB̌Θ̌B̌HY̌Θ̌

+
1

σ4m
E Tr Y̌HY̌Θ̌B̌HB̌Θ̌ +

1

σ4m
E Tr Y̌HY̌Θ̌Y̌HY̌Θ̌ ,
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where(a) follows from the fact that the terms wherěY appears one or three times are readily

zero, and so are the terms likeE Tr B̌HY̌Θ̌B̌HY̌Θ̌. Therefore, it remains to compute the

following four terms :

T1
△
=

1

m
Tr B̌HB̌Θ̌B̌HB̌Θ̌ ,

T2
△
=

1

m
E Tr B̌HB̌Θ̌Y̌HY̌Θ̌ ,

T3
△
=

1

m
E Tr B̌HY̌Θ̌Y̌HB̌Θ̌ ,

T4
△
=

1

m
E Tr Y̌HY̌Θ̌Y̌HY̌Θ̌ .

Due to the block nature of the matrices involved,T1 = TrBHBΘBHBΘ ; in particular,T1

does not depend onm. Let us now computeT2. We haveT2 = m−1Tr B̌HB̌Θ̌E
(
Y̌HY̌

)
Θ̌

andE
(
Y̌HY̌

)
= (mt)−1Γ̃

1

2 E
(
X̌ΓX̌

)
Γ̃

1

2 = (mt)−1Tr(Γ)Γ̃. Therefore,T2 writes :

T2 =
1

m
Tr (Γ)

1

mt
Tr
(

B̌HB̌Θ̌Γ̃Θ̌
)

= Tr (D)
1

t
Tr
(

BHBΘD̃Θ
)

,

and this quantity does not depend onm. We now turn to the termT3. We have

T3 = m−1Tr B̌H
E
(
Y̌Θ̌Y̌H

)
B̌Θ̌. The same computations as before yieldE

(
Y̌Θ̌Y̌H

)
=

(mt)−1Tr
(

Γ̃
1

2 Θ̌Γ̃
1

2

)

Γ. ThereforeT3 writes :

T3 =
1

m
Tr
(

Γ̃
1

2 Θ̌Γ̃
1

2

) 1

mt
Tr
(
B̌HΓB̌Θ̌

)
= Tr

(

D̃
1

2 ΘD̃
1

2

) 1

t
Tr
(
BHDBΘ

)
,

which does not depend onm. It remains to computeT4 = 1
mTr

[
E
(
Y̌HY̌Θ̌Y̌HY̌

)
Θ̌
]
.

E
(
Y̌HY̌Θ̌Y̌HY̌

)
=

1

(mt)2
Γ̃

1

2 E

(

X̌ΓX̌Γ̃
1

2 Θ̌Γ̃
1

2 X̌ΓX̌
)

Γ̃
1

2 .

Computing the individual terms of matrixE
(

X̌ΓX̌Γ̃
1

2 Θ̌Γ̃
1

2 X̌ΓX̌
)

yields (denote byG =

Γ̃
1

2 Θ̌Γ̃
1

2 for the sake of simplicity) :

[
E
(
X̌ΓX̌GX̌ΓX̌

)]

kℓ
=

∑

i1,j1,j2,i2

E

(

X̌i1,kX̌i1,j1X̌i2,j2X̌i2,ℓ

)

Γi1,i1Gj1,j2Γi2,i2

= (TrΓ)2 Gkℓ + Tr
(
Γ2
)

TrG δkℓ ,

whereδkℓ stands for the Kronecker symbol (i.e.δkℓ = 1 if k = ℓ, and 0 otherwise). This yields

E
(
Y̌HY̌Θ̌Y̌HY̌

)
=

1

(mt)2
(TrΓ)2 Γ̃Θ̌Γ̃ +

1

(mt)2
Tr
(
Γ2
)

Tr
(

Θ̌Γ̃
)

Γ̃

and

T4 =
1

t2

(
TrΓ

m

)2 1

m
Tr
(

Γ̃Θ̌Γ̃Θ̌
)

+
1

t2
1

m
Tr
(
Γ2
) 1

m2

(

TrΘ̌Γ̃
)2

=
1

t2
(TrD)2 Tr

(

D̃ΘD̃Θ
)

+
1

t2
Tr
(
D2
) (

TrΘD̃
)2

,
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which does not depend onm. This shows thatEβm does not depend onm, and thus coincides

with Eβ1. In order to complete the proof of (ii), it remains to verify thatEβ1 > 0, or equivalenlty

that Eβ1 is not equal to 0. IfEβ1 was indeed equal to 0, then, matrix

(
HHH

)1/2
(Q1 − Q2)

(
HHH

)1/2

or equivalently matrix

HHH(Q1 − Q2)

would be equal to zero almost everywhere. AsQ1 6= Q2, it would exist a deterministic non

zero vectorx such thatxHHHHx = 0 almost everywhere, i.e.Hx = 0, or equivalently

WC̃1/2x = −
√
KtC−1/2Ax . (112)

As matrix C̃1/2 is positive definite, vector̃C1/2x is non zero. Relation (112) leads to a

contradiction because the joint distribution of the entries of W is absolutely continuous. This

shows thatEβ1 > 0. The proof of (ii) is complete.

Proof: [Proof of (iii)] In order to controlαm = 1

(1+σ−2‖Q̃‖ ‖H̃HH̃‖)2 , first notice that‖Q̃‖ =

‖Q‖. Now ‖H̃HH̃‖ = ‖H̃‖2 and

‖H̃‖ ≤
√

K

K + 1
‖Ǎ‖ +

1√
K + 1

‖∆ 1

2 ‖ ‖∆̃ 1

2 ‖
∥
∥
∥
∥

W̌√
mt

∥
∥
∥
∥
.

Now ‖Ǎ‖ = ‖A‖, ‖∆ 1

2 ‖ = ‖C 1

2 ‖ and‖∆̃ 1

2 ‖ = ‖C̃ 1

2 ‖. The behaviour of the spectral norm of

(mt)−
1

2 W̌ is well-known (see for instance [34], [1]) :
∥
∥
∥(mt)−

1

2 W̌

∥
∥
∥→m→∞ 1 +

√

1/c almost

surely. Therefore, Fatou’s lemma yields the desired result :lim infm Eαm ≥ δ > 0 , and (iii) is

proved.

APPENDIX IV

PROOF OFPROPOSITION5, ITEM (I).

By (49) and (50),(κ, κ̃,Q) 7→ V (κ, κ̃,Q) is differentiable fromR
+ × R

+ × C1 to R. In

order to prove that̄I(Q) = V (δ(Q), δ̃(Q),Q) is differentiable, it is sufficient to prove the

differentiability of δ, δ̃ : C1 → R. Recall thatδ and δ̃ are solution of system (32) associated

with matrix Q. In order to apply the implicit function theorem, which willimmediatly yield

the differentiablity ofδ and δ̃ with respect toQ, we must check that :

1) The function

(δ, δ̃,Q) 7→ Υ(δ, δ̃,Q) =




δ − f(δ, δ̃,Q)

δ̃ − f̃(δ, δ̃,Q)





is differentiable.
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2) The partial jacobian

D(δ,δ̃)Υ(δ, δ̃,Q) =




1 − ∂f

∂δ (δ, δ̃,Q) −∂f

∂δ̃
(δ, δ̃,Q)

−∂f̃
∂δ (δ, δ̃,Q) 1 − ∂f̃

∂δ̃
(δ, δ̃,Q)





is invertible for everyQ ∈ C1.

In order to check the differentiability ofΥ, recall the following matrix equality

(I + UV)−1U = U(I + VU)−1 (113)

which follows from elementary matrix manipulations (cf. [21, Section 0.7.4]). Applying this

equality toU = Q
1

2 andV = δC̃Q
1

2 , we obtain :

AQ
1

2

(

I + δQ
1

2 C̃Q
1

2

)−1
Q

1

2 AH = AQ
(

I + δC̃Q
)−1

AH

which yields

f(δ, δ̃,Q) =
1

t
Tr

{

C
[

σ2
(
Ir +

δ̃

K + 1
C
)

+
K

K + 1
AQ

(

It +
δ

K + 1
C̃Q

)−1

AH
]−1
}

.

Clearly, f is differentiable with respect to the three variablesδ, δ̃ andQ. Similar computations

yield

f̃(δ, δ̃,Q) =
1

t
Tr

{

QC̃
[

σ2
(
It +

δ

K + 1
C̃Q

)
+

K

K + 1
AH

(

Ir +
δ̃

K + 1
C

)−1

AQ
]−1
}

,

and the same conclusion holds forf̃ . Therefore,(δ, δ̃,Q) 7→ Υ(δ, δ̃,Q) is differentiable and 1)

is proved.

In order to study the jacobianD(δ,δ̃)Υ, let us compute first∂f∂δ .

∂f

∂δ
(δ, δ̃,Q) =

1

t
Tr CTKAQ

(

I +
δ

K + 1
C̃Q

)−1
C̃Q

K + 1

(

I +
δ

K + 1
C̃Q

)−1

AHTK
K

K + 1
,

=
1

t
Tr CTKAQ

1

2

(

I +
δ

K + 1
Q

1

2 C̃Q
1

2

)−1
Q

1

2 C̃Q
1

2

K + 1

×Q
1

2 C̃Q
1

2

K + 1

(

I +
δ

K + 1
Q

1

2 C̃Q
1

2

)−1

Q
1

2 AHTK
K

K + 1
,

(a)
=

1

t
Tr (DTB(I + βD̃)−1D̃(I + βD̃)−1BHT)

where (a) follows from the virtual channel equivalences (8), (9) together with (38) and (40).

Finally, we end up with the following :

1 − ∂f

∂δ
(δ, δ̃,Q) = 1 − 1

t
Tr(DTB(I + βD̃)−1D̃(I + βD̃)−1BHT) .
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Similar computations yield

1 − ∂f̃

∂δ̃
(δ, δ̃,Q) = 1 − 1

t
Tr(D̃T̃BH(I + β̃D)−1D(I + β̃D)−1BT̃) ,

−∂f
∂δ̃

(δ, δ̃,Q) =
σ2

t
Tr (DTDT) ,

−∂f̃
∂δ

(δ, δ̃,Q) =
σ2

t
Tr (D̃T̃D̃T̃) .

The invertibility of the jacobianD(δ,δ̃)Υ follows then from Lemma 4 in Appendix II-C and 2) is

proved. In particular, we can assert thatC1 ∋ Q 7→ δ(Q) andC1 ∋ Q 7→ δ̃(Q) are differentiable

due to the Implicit function theorem. Item (i) is proved.

APPENDIX V

PROOF OFPROPOSITION6

First note that the sequence(Qk) belongs to the compact setC1. Therefore, in order to

show that the sequence converges, it is sufficient to establish that the limits of all convergent

subsequences coincide. We thus consider a convergent subsequence extracted from(Qk)k≥0,

say(Qψ(k))k≥0, where for eachk, ψ(k) is an integer, and denote byQψ
∗ its limit. If we prove

that

< ∇Ī(Qψ
∗ ),Q − Qψ

∗ > ≤ 0 (114)

for eachQ ∈ C1, Proposition 5-(ii) will imply thatQψ
∗ coincides with the argmaxQ∗ of Ī

over C1. This will prove that the limit of every convergent subsequence converges towardsQ∗,

which in turn will show that the whole sequence(Qk)k≥0 converges toQ∗.

In order to prove (114), consider the iterationψ(k) of the algorithm. The matrixQψ(k)

maximizes the functionQ 7→ V (δψ(k), δ̃ψ(k),Q). As this function is strictly concave andd

differentiable, Proposition 4 implies that

< ∇QV (δψ(k), δ̃ψ(k),Qψ(k)),Q − Qψ(k) > ≤ 0 (115)

for every Q ∈ C1 (recall that∇Q represents the derivative ofV (κ, κ̃,Q) with respect toV ’s

third component). We now consider the pair of solutions(δψ(k)+1, δ̃ψ(k)+1) of the system (32)

associated with matrixQψ(k).

Due to the continuity ofδ(Q) and δ̃(Q), the convergence of the subsequenceQψ(k) implies

the convergence of the subsequences(δψ(k)+1, δ̃ψ(k)+1) towards a limit (δψ∗ , δ̃
ψ
∗ ). The pair

(δψ∗ , δ̃
ψ
∗ ) is the solution of system (32) associated withQ

ψ
∗ i.e. δψ∗ = δ(Qψ

∗ ) and δ̃ψ∗ = δ̃(Qψ
∗ ) ;

in particular :
∂V

∂κ
(δψ∗ , δ̃

ψ
∗ ,Q

ψ
∗ ) =

∂V

∂κ̃
(δψ∗ , δ̃

ψ
∗ ,Q

ψ
∗ ) = 0
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(see for instance (55)). Using the same computation as in theproof of Proposition 5, we obtain

〈∇Ī(Qψ
∗ ),Q − Qψ

∗ 〉 = 〈∇V
(

δψ∗ , δ̃
ψ
∗ ,Q

ψ
∗
)

,Q − Qψ
∗ 〉 (116)

for everyQ ∈ C1. Now condition (56) implies that the subsequence(δψ(k), δ̃ψ(k)) also converges

toward (δψ∗ , δ̃
ψ
∗ ). As a consequence,

lim
k→+∞

〈∇V (δψ(k), δ̃ψ(k),Qψ(k)),Q − Qψ(k)〉 = 〈∇V (δψ∗ , δ̃
ψ
∗ ,Q

ψ
∗ ),Q − Qψ

∗ 〉 .

Inequality (115) thus implies that〈∇V (δψ∗ , δ̃
ψ
∗ ,Q

ψ
∗ ),Q−Q

ψ
∗ 〉 ≤ 0 and relation (116) allows us

to conclude the proof.

APPENDIX VI

END OF PROOF OFPROPOSITION3

Proof of Proposition 3 relies on properties ofQ∗ established in Proposition 5–(iii). Denote

by

A = max

(

sup
t

‖A‖, sup
t

‖C̃‖, sup
t

‖C‖
)

<∞ and a = min
(

inf
t
λmin(C̃), inf

t
λmin(C)

)

> 0 .

Proof of (i): Recall that by Proposition 5–(iii),Q∗ maximizeslog det(I + QG(δ∗, δ̃∗)).

This implies that the eigenvalues(λj(Q∗)) are the solutions of the waterfilling equation

∀ j = 1, . . . , t, λj(Q∗) = max

(

γ − 1

λj(G)
, 0

)

whereγ is tuned in such a way that
∑

j λj(Q∗) = t. It is clear from this equation that‖Q∗‖ ≤ γ.

If γ ≤ λmin(G)−1 then ‖Q∗‖ ≤ λmin(G)−1. If γ ≥ λmin(G)−1 then γ ≥ λj(G)−1 and we

have :

t =
∑

j

λj(Q∗) = γt−
∑

j

1

λj(G)
,

hence

γ = 1 +
1

t

∑

j

1

λj(G)
≤ 1 +

1

λmin(G)
.

In both cases, we have

‖Q∗‖ ≤ 1 +
1

λmin(G)
. (117)

It remains to prove

∀ Q ∈ C1, inf
t
λmin

(

G(δ(Q), δ̃(Q))
)

> 0 (118)
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and we are done. To this end, we first show thatinft δ(Q) > 0 for all Q ∈ C1. From Equations

(39) and (41), we have :

δ(Q) =
1

t
trCTK(σ2)

≥ λmin(C)
1

t
trTK(σ2)

(a)

≥ λmin(C)

[
1

t
tr

(

σ2Ir +
σ2

K + 1
δ̃C

+
K

K + 1
AQ1/2

(

It +
δ

K + 1
Q1/2C̃Q1/2

)−1

Q1/2AH

)]−1

(b)

≥ λmin(C)

(
1

t
tr

(

σ2Ir +
σ2

K + 1
δ̃C +

K

K + 1
AQAH

))−1

(119)

where(a) follows from Jensen’s Inequality and(b) is due to the facts that‖(It + Y)−1‖ ≤ 1

and tr(XY) ≤ ‖X‖tr(Y) whenY is a nonnegative matrix. We now find an upper bound for

δ̃. From (40) and (16), we have‖T̃K(σ2)‖ ≤ 1/σ2. Using (41) we then have

δ̃ ≤ ‖T̃K‖1

t
trC̃Q ≤ ‖T̃K‖‖C̃‖1

t
trQ ≤ A

σ2

(recall that 1
t trQ = 1). Getting back to (119), we easily obtain

1

t
tr

(

σ2Ir +
σ2

K + 1
δ̃C +

K

K + 1
AQAH

)

≤ r

t

(

σ2 +
A

K + 1

)

+
A2K

K + 1
≤ C0 ∀(t, r),

t

r
→ c

whereC0 is a certain constant term. Hence we haveδ(Q) ≥ aC−1
0 . By inspecting the expression

(49) of G(δ, δ̃), we then obtain

λmin(G) ≥ aC−1
0

K + 1
λmin(C̃) ≥ a2C−1

0

K + 1
= C1 > 0

and (118) is proven. It remains to plug this estimate into (117) and (i) is proved.

Proof of (ii): We begin by restricting the maximization ofI(Q) to the setCd
1 = {Q :

Q = diag(q1, . . . , qt) ≥ 0, tr(Q) = t} of the diagonal matrices withinC1, and show thatQd
∗ =

arg maxQ∈Cd
1
I(Q) satisfiessupt ‖Qd

∗‖ < ∞ where the bound is a function of(a,A, σ2, c,K)

only. The setCd
1 is clearly convex and the solutionQd

∗ is given by the Lagrange Karush-Kuhn-

Tucker (KKT) conditions
∂I(Q)

∂qj
=

∂

∂qj
E [I(Q)] = η − βj (120)

where I(Q) = log det
(
Ir + 1

σ2 HQHH
)

and the Lagrange multipliersη and the βi are

associated with the power constraint and with the positivity constraints respectively. More

specifically,η is the unique real positive number for which
∑t

j=1 qj = t, and theβj satisfy

βj = 0 if qj > 0 andβj ≥ 0 if qj = 0. We have

∂I(Q)

∂qj
=

1

σ2
hHj

(

Ir +
1

σ2
HQHH

)−1

hj
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wherehj the jth column of H. By consequence,E [∂I(Q)/∂qj ] ≤ 1
σ2 E

[
‖hj‖2

]
. As hj is a

Gaussian vector, the righthand side of this inequality is defined and therefore, by the Dominated

Convergence Theorem, we can exchange∂/∂qj with E in Equation (120) and write

∂I(Q)

∂qj
=

1

σ2
E

[

hHj

(

Ir +
1

σ2
HQHH

)−1

hj

]

(121)

Let us denote byHj the r× (t− 1) matrix that remains after extractinghj from H. Similarly,

we denote byQj the (t − 1) × (t − 1) diagonal matrix that remains after deleting row and

column j from Q. Writing Rj =
(

Ir + 1
σ2 HjQjH

H
j

)−1
, we have by the Matrix Inversion

Lemma ([21, §0.7.4])
(

Ir +
1

σ2
HQHH

)−1

= Rj −
qj

σ2 + qjhHj Rjhj
Rjhjh

H
j Rj .

By plugging this expression into the righthand side of Equation (121), the Lagrange-KKT

conditions become

E

[
Xj

σ2 + qjXj

]

= η − βj (122)

whereXj = hHj Rjhj . A consequence of this last equation is thatqj ≤ 1/η for everyj. Indeed,

assume thatqj > 1/η for somej. Thenσ2 + qjXj > Xj/η henceE

[
Xj

σ2+qjXj

]

< η, therefore

βj > 0 (122), which implies thatqj = 0, a contradiction. As a result, in order to prove that

supt ‖Qd
∗‖ < ∞, it will be enough to prove thatsupt 1/η < ∞. To this end, we shall prove

that there exists a constantC > 0 such that

max
j=1,...,t

P (Xj ≤ C) −−−→
t→∞

0 . (123)

Indeed, let us admit (123) temporarily. We have

E

[
Xj

σ2 + qjXj

]

− C

σ2 + qjC
= E

[
Xj

σ2 + qjXj
1Xj>C

]

− C

σ2 + qjC
+ E

[
Xj

σ2 + qjXj
1Xj≤C

]

≥ C

σ2 + qjC
P(Xj > C) − C

σ2 + qjC

= εj

whereεj = − C
σ2+qjC

P(Xj ≤ C), and the inequality is due to the fact that the functionf(x) =

x
σ2+qjx

is increasing. As

max
j=1,...,t

|εj | ≤
C

σ2
max
j=1,...,t

P(Xj ≤ C) −−−→
t→∞

0

by (123), we have

lim inf
t

min
j

(

E

[
Xj

σ2 + qjXj

]

− C

σ2 + qjC

)

≥ 0 .
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Getting back to the Lagrange KKT condition (122) we thereforehave fort large enoughη−βj >
C/2

σ2+qjC/2
for every j = 1, . . . , t. By consequence,

1

η
≤ 1

η − βj
<

2σ2

C
+ qj

for large t. Summing overj and taking into account the power constraint
∑

j qj = t, we obtain

t
η <

2σ2t
C + t, i.e. 1

η <
2σ2

C + 1 and

sup
t

‖Qd
∗‖ <

2σ2

C
+ 1 (124)

which is the desired result. To prove (123), we make use of MMSEestimation theory. Recall

that H =
√

K
K+1A + 1√

K+1
1√
t
C1/2WC̃1/2. Denoting byaj and zj the jth columns of the

matricesA andWC̃1/2 respectively, we have

Xj =

(√

K

K + 1
aHj +

1√
K + 1

1√
t
zHj C1/2

)

Rj

(√

K

K + 1
aj +

1√
K + 1

1√
t
C1/2zj

)

.

We decomposezj as zj = uj + u⊥
j where uj is the conditional expectationuj =

E [zj‖z1, . . . , zj−1, zj+1, . . . , zt], in other words,uj is the MMSE estimate ofzj drawn from

the other columns ofWC̃1/2. Put

Sj = 2ℜ
(

1√
K + 1

1√
t
u⊥
j
H
C1/2Rj

(√

K

K + 1
aj +

1√
K + 1

1√
t
C1/2uj

))

+
1

t(K + 1)
u⊥
j
H
C1/2RjC

1/2u⊥
j . (125)

Then

Xj = Sj +

(√

K

K + 1
aHj +

1√
K + 1

1√
t
uHj C1/2

)

Rj

(√

K

K + 1
aj +

1√
K + 1

1√
t
C1/2uj

)

≥ Sj . (126)

Let us study the asymptotic behaviour ofSj . First, we note that due to the fact that

the joint distribution of the elements ofWC̃1/2 is the Gaussian distribution,u⊥
j and

vj = [zT1 , . . . , z
T
j−1, z

T
j+1, . . . , z

T
t ]T are independent. By consequence,u⊥

j and (Rj ,uj) are

independent. Let us derive the expression of the covariance matrix Ru = E[u⊥
j u⊥

j
H

].

>From the well known formulas for MMSE estimation ([33]), we have Ru = E[zjz
H
j ] −

E[zjv
H
j ]
(

E[vjv
H
j ]
)−1

E[vjz
H
j ]. To obtain Ru, we note that the covariance matrix of the

vector z = [zT1 , . . . , z
T
t ]T is E[zzH ] = C̃T ⊗ Ir (just check thatE

[

[WC̃1/2]ij [WC̃1/2]kl

]

=

δ(i−k)[C̃]lj). Let us denote bỹcj , c̃j andC̃j the scalar̃cj = [C̃]jj , thejth vector column ofC̃

without element̃cj , and the(t−1)×(t−1) matrix that remains after extracting row and column

j from C̃ respectively. With these notations we haveRu =
(

c̃j − c̃Hj C̃−1
j c̃j

)

Ir. Recalling that

u⊥
j and(Rj ,uj) are independent, one may see that the first term of the righthand side of (125)
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is negligible while the second is close toρj = 1
t

c̃j−c̃H
j C̃

−1

j c̃j

K+1 tr(RjC). More rigorously, using

this independence in addition toA = max(‖A‖, ‖C‖, ‖C̃‖) <∞ and‖Rj‖ ≤ 1, we can prove

with the help of [1, Lemma 2.7] or by direct calculation that there exists a constantC1 such

that

E

[

(Sj − ρj)
2
]

≤ C1

t
. (127)

In order to prove (123), we will prove that theρj are bounded away from zero in some sense.

First, we have

c̃j − c̃Hj C̃−1
j c̃j

(a)
=
[

C̃−1
]−1

jj

(b)

≥ ‖C̃−1‖−1 = λmin(C̃) ≥ a

(for (a) see [21, §0.7.3] and for(b), use the fact that|[X]kl| ≤ ‖X‖ for any element(k, l) of

a matrixX). By consequence,

ρj ≥ aλmin(C)

K + 1

1

t
tr

(

Ir +
1

σ2
HjQjH

H
j

)−1

(a)

≥ aλmin(C)

K + 1

(
1

t
tr

(

Ir +
1

σ2
HjQjH

H
j

))−1

(b)

≥ a2

K + 1

(

r

t
+

1

σ2

(

‖A‖ + ‖C‖1/2‖C̃‖1/2‖ 1√
t
W‖

)2 1

t
tr(Q)

)−1

where(a) is Jensen Inequality and(b) is due totr(XY) ≤ ‖X‖tr(Y) whenY is a nonnegative

matrix. As limt ‖ 1√
t
W‖ = 1 +

√

1/c with probability one ([1]), and furthermore,tr(Q) = t,

we have with probability one

lim inf
t

min
j=1,...,t

ρj ≥
a2

K + 1

(

c−1 +
A2

σ2

(

2 + c−1/2
)2
)−1

= C2 . (128)

Choose the constantC in the lefthand side of (123) asC = C2/4. From (126) we have

max
j

P (Xj ≤ C) ≤ max
j

P (Sj ≤ C)

= max
j

P (Sj ≤ C, |Sj − ρj | ≥ C) + max
j

P (Sj ≤ C, |Sj − ρj | < C)

≤ max
j

P (|Sj − ρj | ≥ C) + max
j

P (ρj ≤ 2C)

(a)

≤ 1

C2
max
j

E

[

(Sj − ρj)
2
]

+ max
j

P (ρj ≤ 2C)

(b)

≤ 1

C2
max
j

E

[

(Sj − ρj)
2
]

+ P

(

min
j
ρj ≤ 2C

)

(c)
= o(1)

where(a) is Tchebychev’s Inequality,(b) is due tomaxj P(Ej) ≤ P(∪jEj), and(c) is due to

(127) and to (128).

We have proven (123) and hence thatQd
∗ = arg maxQ∈Cd

1
I(Q) satisfiessupt ‖Qd

∗‖ <∞.
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In order to prove thatQ∗ = arg maxQ∈C1
I(Q) satisfiessupt ‖Q∗‖ <∞, we begin by noticing

that

max
Q∈C1

I(Q) = max
U∈Ut

max
Λ∈Cd

1

E

[

log det

(

Ir +
1

σ2
HUΛUHHH

)]

(129)

whereUt is the group of unitaryt×t matrices. For a given matrixU ∈ Ut, the inner maximiza-

tion in (129) is equivalent to the problem of maximizing the mutual information overCd
1 when

the channel matrixH is replaced withH′ = HU =
√

K
K+1A

′ + 1√
K+1

1√
t
C1/2W

′

C̃′1/2. Here,

matrix C̃
′

is defined byC̃
′

= UHC̃U, A
′

= AU, W
′

= WΘ where Θ is the unitary

matrix Θ = C̃1/2UC̃
′−1/2. As U ∈ Ut, we clearly have‖A′‖ = ‖A‖, ‖C̃′‖ = ‖C̃‖,

and ‖C̃′−1‖ = ‖C̃−1‖. By consequence, the boundsa andA, and hence the constantC in

the left hand member of (123) (which depends only on(a,A, σ2, c,K)) remain unchanged

when we replaceH with H′. By consequence, for everyU ∈ Ut the matrix Λ∗(U) that

maximizesE
[
log det

(
Ir + 1

σ2 HUΛUHHH
)]

satisfies‖Λ∗(U)‖ < 2σ2/C + 1 (see (124))

which is independent ofU. Hence‖Q∗‖ < 2σ2/C + 1 which terminates the proof of (ii).
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